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Abstract

In this paper, we show that for panel AR(p) models with iid errors, an instrumental variable (IV) estimator with instruments in the backward orthogonal deviation has the same asymptotic distribution as the infeasible optimal IV estimator when both $N$ and $T$, the dimensions of the cross section and the time series, are large. If we assume that the errors are normally distributed, the asymptotic variance of the proposed IV estimator is shown to attain the lower bound when both $N$ and $T$ are large. A simulation study is conducted to assess the estimator.
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1 Introduction

Since the work of Anderson and Hsiao (1981, 1982), instrumental variables have been widely used for the estimation of dynamic panel data models. However, since the IV estimator is not generally efficient, Holtz-Eakin, Newey, and Rosen (1988) and Arellano and Bond (1991) proposed to use the generalized method of moments (GMM) estimator to improve efficiency. The GMM estimator has subsequently been refined in a number of studies, including Arellano and Bover (1995), Ahn and Schmidt (1995, 1997) and Blundell and Bond (1998). However, although the GMM estimator is generally more efficient than the IV estimator, it is well known that the GMM estimator is more biased than the IV estimator in finite sample.

In this paper, we focus on the IV estimator and address the efficiency problem of the IV estimator. Specifically, we show that, for panel AR(p) models with iid errors, a simple one-step IV estimator is obtained from the backward orthogonal deviation (BOD) transformation that has the same asymptotic distribution as the infeasible optimal IV estimator derived by Arellano (2003b) when both $N$ and $T$ are large. If normality is assumed on the errors, the proposed IV estimator is shown to be asymptotically efficient. Simulation results reveal that the proposed IV estimator is almost unbiased, and the difference in dispersions between the feasible optimal IV estimator and the proposed IV estimator is small when $T$ is large.

The remainder of this paper is organized as follows. Section 2 provides the setup and the main result. Section 3 presents a Monte Carlo simulation and assess the theoretical result. Finally, Section 4 concludes.

A word on notation. For a vector $x$ and a matrix $A$, we define $\|x\|^2 = x'x$ and $\|A\|^2 = tr(A'A)$ where $tr(\cdot)$ denotes the trace operator.

---

$^1$Recent papers that discuss the IV estimator are Arellano (2003b) and Hahn, Hausman, and Kuersteiner (2007), proposing two-step efficient IV estimators and the long difference IV estimator are proposed, respectively.
2 Setup and Result

2.1 The model and assumptions

Let us consider the following panel AR(p) model:

\[ y_{it} = \alpha_1 y_{i,t-1} + \alpha_2 y_{i,t-2} + \cdots + \alpha_p y_{i,t-p} + \eta_i + v_{it} \]  

(1)

\[ y_{it} = \alpha' x_{it} + \eta_i + v_{it} \quad (i = 1, ..., N, \ t = 1, ..., T) \]  

(2)

where \( \alpha = (\alpha_1, ..., \alpha_p)' \), \( x_{it} = (y_{i,t-1}, ..., y_{i,t-p})' \), \( v_{it} \) has zero mean given by \( \eta_i, y_{i,0}, ..., y_{i,t-1} \) and \( p \) is fixed and known.\(^2\) For convenience, we assume that \( y_{i,0}, ..., y_{i,1-p} \) are observed.

(2) can be written in a companion form as

\[ x_{i,t+1} = \Pi x_{it} + d_1 (\eta_i + v_{it}) \]  

(3)

where \( d_1 = (1, 0, ..., 0)' \) of dimension \( p \) and \( \Pi \) is the \( p \times p \) matrix given by

\[ \Pi = \begin{pmatrix} \alpha_1 & \cdots & \alpha_p \\ I_{p-1} & O_{(p-1)\times 1} \end{pmatrix} \]  

(4)

where \( I_k \) is an identity matrix of order \( k \) and \( O_{k\times \ell} \) is a \( k \times \ell \) matrix of zeros.

We make the following assumptions, which are part of the assumptions made by Lee (2005).

**Assumption 1.** \( \{v_{it}\} (t = 1, ..., T, i = 1, ..., N) \) are iid over \( i \) and \( t \) and independent of \( \eta_i \) and \( x_{i,1} \), with \( E(v_{it}) = 0 \), \( \text{var}(v_{it}) = \sigma_v^2 \) and finite fourth order moment.

\( \{\eta_i\} (i = 1, ..., N) \) are iid over \( i \) with \( E(\eta_i) = 0 \) and \( \text{var}(\eta) = \sigma_\eta^2 \).

**Assumption 2.** The initial observations satisfy

\[ x_{i,1} = (I_p - \Pi)^{-1} d_1 \eta_i + w_{i0} \]  

(5)

where \( w_{i0} = \left( \sum_{j=0}^\infty \Pi^j v_{i,-j} \right) d_1 \).

**Assumption 3.** \( \det [I_p - \Pi z] \neq 0 \) for all \( |z| \leq 1 \).

**Assumption 4.** Let \( m_j(i,t) = \Pi^j d_1 v_{i,t-1-j} \). For all \( i, t \), and for any \( r_1, ..., r_4 \in \{1, 2, \cdots, p\} \),

\[ \sum_{j_1, ..., j_4=0}^\infty |\text{cum}_{r_1, ..., r_4} (m_{j_1}(i,t), m_{j_2}(i,t), m_{j_3}(i,t), m_{j_4}(i,t))| < \infty. \]  

(6)

\(^2\)The problem how to choose \( p \) is extensively discussed by Lee (2005).
Unlike Lee (2005), we do not need to impose the asymptotic relative ratio between $N$ and $T$. Assumptions 1 and 2 are standard ones in the literature.\footnote{See Alvarez and Arellano (2003) for the AR(1) case.} Although Assumption 2 can be relaxed to nonstationary initial conditions, we do not pursue this here for the purpose of simplicity. However, the main result of this paper is expected to hold since the initial conditions are negligible when $T$ is large and since we do not use moment conditions that rely on stationary initial conditions as Blundell and Bond (1998) do. Assumption 3 is the stability condition, and Assumption 4 is necessary to use the central limit theorem for double indexed processes.\footnote{See Phillips and Moon (1999) and Hahn and Kuersteiner (2002).}

Under Assumptions 2 and 3, $x_{it}$ can be written as

$$x_{i,t+1} = (I_p - \Pi)^{-1} d_1 \eta_i + w_{it} \quad (7)$$

where

$$w_{it} = \left( \sum_{j=0}^{\infty} \Pi^j v_{i,t-j} \right) d_1. \quad (8)$$

The model to be estimated is given by

$$y_{it}^* = \alpha' x_{it}^* + v_{it}^* \quad (i = 1, ..., N, \ t = 1, ..., T - 1) \quad (9)$$

where $y_{it}^* = c_t [y_{it} - (y_{it+1} + \cdots + y_{iT})/(T-t)]$, $x_{it}^* = c_t [x_{it} - (x_{i,t+1} + \cdots + x_{iT})/(T-t)]$, $v_{it}^* = c_t [v_{it} - (v_{i,t+1} + \cdots + v_{iT})/(T-t)]$, and $c_t^2 = (T-t)/(T-t+1)$.

### 2.2 The instrumental variable estimators

The infeasible optimal instruments

Following Arellano (2003a, b), the infeasible optimal IV estimator in a large $N$ and small $T$ context takes the following form:

$$\tilde{\alpha}_{opt} = \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T-1} h_{it} x_{it}^* \right)^{-1} \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T-1} h_{it} y_{it}^* \right) \quad (10)$$

where $h_{it} = E(x_{it}^* | y_{it}^{t-1})$ and $y_{it}^{t-1} = (y_{i,t-1}, ..., y_{i,0})'$. One of the feasible optimal IV estimators is obtained using a sample linear projection of $h_{it}$, which is given by

$$\tilde{h}_{it}^{LEV} = \left( \sum_{i=1}^{N} x_{it}^* y_{it}^{t-1} \right) \left( \sum_{i=1}^{N} y_{it}^{t-1} y_{it}^{t-1}' \right)^{-1} y_{it}^{t-1}. \quad (11)$$
In this case, the feasible optimal IV estimator is equivalent to the GMM estimator using $y_{i}^{t-1}$ as instruments:

$$
\hat{\alpha}_{\text{GMM}}^{\text{LEV}} = \left( \frac{1}{NT} \sum_{t=1}^{T-1} X_{i}^{t} M_{i}^{\text{LEV}} X_{i}^{t} \right)^{-1} \left( \frac{1}{NT} \sum_{t=1}^{T-1} X_{i}^{t} M_{i}^{\text{LEV}} y_{i}^{t} \right) \tag{12}
$$

where $X_{i}^{t} = (x_{1i}^{t}, \ldots, x_{Ni}^{t})'$, $M_{i}^{\text{LEV}} = Z_{i}^{\text{LEV}} (Z_{i}^{\text{LEV}} Z_{i}^{\text{LEV}}')^{-1} Z_{i}^{\text{LEV}}$, $Z_{i}^{\text{LEV}} = (y_{1i}^{t-1}, \ldots, y_{Ni}^{t-1})'$, and $y_{i}^{t} = (y_{1i}^{t}, \ldots, y_{Ni}^{t})'$.

One problem of $\hat{\alpha}_{\text{GMM}}^{\text{LEV}}$ is that if $N$ and $T$ increase at the same rate, the estimate of $h_{it}^{\text{LEV}}$ is asymptotically biased (see Arellano 2003a, p.170). This causes a bias in $\hat{\alpha}_{\text{GMM}}^{\text{LEV}}$. In fact, for the case of $p = 1$, Alvarez and Arellano (2003) show that $\hat{\alpha}_{\text{GMM}}^{\text{LEV}}$ has a bias of the order $O(1/N)$.\(^5\)

Using the structure of AR(p) models, Arellano (2003b) shows that the infeasible optimal IV $h_{it}$ can be rewritten in the following form:

$$
E(x_{it}^{*} | y_{i}^{t-1}) = c_{t} \left[ I_{p} - \frac{1}{T-t} \Pi (I_{p} - \Pi^{T-t})(I_{p} - \Pi)^{-1} \right] \left[ x_{it} - t_{p} E(\mu_{i} | y_{i}^{t-1}) \right]. \tag{13}
$$

Under the assumption that $E(\mu_{i} | y_{i}^{t-1})$ coincides with the linear projection, we have

$$
E(\mu_{i} | y_{i}^{t-1}) = \frac{\phi}{1 + \phi(t_{i}^{t-1} t_{i})} t_{i}^{t-1} y_{i}^{t-1} \tag{14}
$$

where $\phi = \sigma_{\mu}^{2}/\sigma_{\epsilon}^{2}$, $V_{t} = \sigma_{\epsilon}^{-2} E [(y_{i}^{t-1} - \mu_{i} t_{i})(y_{i}^{t-1} - \mu_{i} t_{i})']'$, $\mu_{i} = \eta_{i} / (1 - \alpha' t_{i})$, and $\sigma_{\mu}^{2} = var(\mu_{i})$. Hence, the infeasible optimal IV estimator is given by

$$
\hat{\alpha}_{IV}^{\text{OPT}} = \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T-1} h_{it}^{\text{OPT}} x_{it}^{*} \right)^{-1} \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T-1} h_{it}^{\text{OPT}} y_{it}^{*} \right) \tag{15}
$$

$$
= \alpha + (A_{IV}^{\text{OPT}})^{-1} \hat{b}_{IV}^{\text{OPT}} \tag{16}
$$

where

$$
h_{it}^{\text{OPT}} = c_{t} \left[ I_{p} - \frac{1}{T-t} \Pi (I_{p} - \Pi^{T-t})(I_{p} - \Pi)^{-1} \right] \left[ x_{it} - t_{p} \frac{\phi}{1 + \phi(t_{i}^{t-1} t_{i})} t_{i}^{t-1} y_{i}^{t-1} \right]. \tag{17}
$$

\(^5\)Also see Bun and Kiviet (2006).
Instruments in the backward orthogonal deviation

We consider the IV estimator using instruments transformed by the BOD transformation. Specifically, let us define the variables in the backward orthogonal deviation as follows:

$$x_{it}^{**} = \frac{1}{c_t} \left[ x_{it} - \frac{x_{i,t-1} + \cdots + x_{i1}}{t-1} \right] \quad t = 2, \ldots, T - 1. \quad (18)$$

Since $x_{it}^{**}$ contains all past values of $x_{it}$, it is expected that linear projection of $x_{it}^{*}$ on $x_{it}^{**}$ has the same information as that of $x_{it}^{*}$ on $y_i^{t-1}$. Furthermore, we find that the second parenthesis in (13) can be regarded as demeaning, while the BOD transformation is a demeaning transformation. Thus, we find that $x_{it}^{**}$ has a similar structure as $h_{it}^{OPT}$.

The IV estimator using $x_{it}^{**}$ as instruments is given by

$$\hat{\alpha}_{IV}^{BOD} = \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=2}^{T-1} x_{it}^{**} x_{it}^{*} \right)^{-1} \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=2}^{T-1} x_{it}^{**} y_{it} \right) \quad (20)$$

$$\hat{\alpha}_{IV} = \alpha + \left( \hat{A}_{IV}^{BOD} \right)^{-1} \hat{b}_{IV}. \quad (21)$$

The following proposition establishes the asymptotic equivalence of the infeasible optimal IV estimator, $\hat{\alpha}_{IV}^{OPT}$, and $\hat{\alpha}_{IV}^{BOD}$ in the sense that both estimators have the same asymptotic distribution.

**Proposition 1.** Let Assumptions 1, 2, and 3 hold. Then, as both $N$ and $T$ tend to infinity, the infeasible optimal IV estimator $\hat{\alpha}_{IV}^{OPT}$ and the feasible IV estimator $\hat{\alpha}_{IV}^{BOD}$ are consistent. If we further assume that Assumption 4 holds, then, as both $N$ and $T$ tend to infinity, we have

$$\sqrt{NT} \left( \hat{\alpha}_{IV} - \alpha \right) \rightarrow^d N \left( 0, \sigma_v^2 \left[ E(w_{i,t-1} w_{i,t-1}') \right]^{-1} \right) \quad (22)$$

where $\hat{\alpha}_{IV}$ denotes $\hat{\alpha}_{IV}^{OPT}$ and $\hat{\alpha}_{IV}^{BOD}$.

Note that the asymptotic variance $\sigma_v^2 \left[ E(w_{i,t-1} w_{i,t-1}') \right]^{-1}$ is of the same form as the within groups (WG) estimator derived by Lee (2005).

---

6 The BOD transformation was originally considered by So and Shin (1999) in a time series context.

7 Note that $x_{it}$ can be rewritten as

$$x_{it} = \iota_p \mu_i + w_{i,t-1} + \cdots + w_{i1} \quad (19)$$

since $(I_p - \Pi)^{-1} d_1 = \frac{1}{1 - \alpha^T \iota_p}$. 

---
Remark 1. For the case of \( p = 1 \), Alvarez and Arellano (2003) show that \( \hat{\alpha}_{GMM}^{LEV} \) and the WG estimator, \( \hat{\alpha}_{WG} \), has the following asymptotic distribution:

\[
\sqrt{NT} \left[ \hat{\alpha}_{GMM}^{LEV} - \left( \alpha_1 - \frac{1}{N} (1 + \alpha_1) \right) \right] \to^d N \left( 0, 1 - \alpha_1^2 \right),
\]

\[
\sqrt{NT} \left[ \hat{\alpha}_{WG} - \left( \alpha_1 - \frac{1}{T} (1 + \alpha_1) \right) \right] \to^d N \left( 0, 1 - \alpha_1^2 \right).
\]

Also, from Proposition 1, we have

\[
\sqrt{NT} \left[ \hat{\alpha}_{IV}^{BOD} - \alpha_1 \right] \to^d N \left( 0, 1 - \alpha_1^2 \right).
\]

Comparing (23), (24) and (25), we find that although all estimators have the same asymptotic variance, \( \hat{\alpha}_{GMM}^{LEV} \) and \( \hat{\alpha}_{WG} \) have asymptotic biases of the order \( O(1/N) \) and \( O(1/T) \), respectively, while \( \hat{\alpha}_{IV}^{BOD} - \alpha_1 \) is centered at zero.

Remark 2. Hahn and Kuersteiner (2002) show that if we further assume normality on \( v_{it} \), then \( \sigma^2 \left[ E( w_{i,t-1} w'_{i,t-1}) \right]^{-1} \) is equal to the lower bound under large \( N \) and large \( T \) asymptotics. Hence, \( \hat{\alpha}_{IV}^{BOD} \) is an efficient IV estimator under large \( N \) and large \( T \) asymptotics without an asymptotic bias when \( v_{it} \) is normally distributed.

Remark 3. Another advantage of \( \hat{\alpha}_{IV}^{BOD} \) is that since the individual effects are completely eliminated from both the model and instruments under stationary initial conditions, the performance of \( \hat{\alpha}_{IV}^{BOD} \) is not affected by the variance ratio of the individual effects to the disturbances although the typical GMM estimators using instruments in levels are.\(^8\)

3 Monte Carlo Simulation

In this section, we compare \( \hat{\alpha}_{IV}^{BOD} \) with other estimators by Monte Carlo simulation. We consider AR(1) and AR(2) models. \( v_{it} \) and \( \eta_i \) are drawn from \( N(0,1) \) independently. We consider the cases of \( (T, N) = (10, 100), (10, 500), (15, 100), (15, 300), (20, 100), (20, 200), (50, 100), \) and \( (100, 100) \). For the AR(1) model, we set \( \alpha_1 = 0.3, 0.6, 0.9 \), and for the AR(2) model, we set \( (\alpha_1, \alpha_2) = (0.45, 0.45), (0.6, 0.3) \).

We generate \( T + p + 50 \) observations for each \( i \) and discard the first 50 periods to diminish the effect of initial conditions. We compute the median (Median), the

\(^8\)See Bun and Kiviet (2006), Hayakawa (2007a), and Bun and Windmeijer (2007).
interquartile range (IQR), and the median absolute error (MAE). The number of replications is 5000 for all cases.

The estimators to be compared are \( \hat{\alpha}_{GMM}^{LEV} \), \( \hat{\alpha}_{IV}^{BOD} \), the GMM estimator using \( x_{it}^{**} \) as instruments, and the IV estimator using \( x_{it} \) as instruments. The GMM estimator where \( x_{it}^{**} \) are used as instruments is defined by

\[
\hat{\alpha}_{GMM}^{BOD} = \left( \frac{1}{NT} \sum_{t=2}^{T-1} X_t^{s'} M_t^{BOD} X_t^* \right)^{-1} \left( \frac{1}{NT} \sum_{t=2}^{T-1} X_t^{s'} M_t^{BOD} y_t^* \right)
\]

(26)

where \( M_t^{BOD} = Z_t^{BOD'} Z_t^{BOD} \) and \( Z_t^{BOD} = (x_{it}^{**}, \ldots, x_{it}^{**})' \).

\( \hat{\alpha}_{GMM}^{BOD} \) does not share the problem with \( \hat{\alpha}_{GMM}^{LEV} \) that the number of parameters increases as \( T \) gets larger. Although we suspect that discarding some available instruments results in an efficiency loss, for the case of \( p = 1 \), Hayakawa (2007b) shows that \( \hat{\alpha}_{GMM}^{BOD} \) has the same asymptotic variance as \( \hat{\alpha}_{GMM}^{LEV} \), while its asymptotic bias is of the order \( O(1/NT) \).\(^9\)

The IV estimator using \( x_{it} \) as instruments is given by

\[
\hat{\alpha}_{IV}^{LEV} = \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T-1} x_{it} x_{it}^* \right)^{-1} \left( \frac{1}{NT} \sum_{i=1}^{N} \sum_{t=1}^{T-1} x_{it} y_{it}^* \right)
\]

(27)

Note that \( \hat{\alpha}_{IV}^{LEV} \) is not exactly the same IV estimator as the one by Anderson and Hsiao (1981, 1982) since they used the first-difference to remove the individual effects from the model.

The simulation results for AR(1) and AR(2) model are provided in Tables 1 and 2, respectively. We first consider the AR(1) case. We find from Table 1 that, in terms of the bias, the IV estimators, \( \hat{\alpha}_{IV}^{LEV} \) and \( \hat{\alpha}_{IV}^{BOD} \), have little bias for all cases, while the GMM estimators have non-negligible bias when \( \alpha = 0.9 \) and \( T \) is less than 15. Especially \( \hat{\alpha}_{GMM}^{LEV} \) has large bias for all cases. However, with regard to the IQR, \( \hat{\alpha}_{GMM}^{LEV} \) has the smallest dispersion and \( \hat{\alpha}_{IV}^{LEV} \) has the largest dispersion. Also, we find that the differences in the IQR of \( \hat{\alpha}_{GMM}^{LEV} \), \( \hat{\alpha}_{GMM}^{BOD} \) and \( \hat{\alpha}_{IV}^{BOD} \) become quite small when \( T \) is as large as 50. This result is consistent with Proposition 1 where \( \hat{\alpha}_{GMM}^{LEV} \), which is a feasible optimal IV estimator, and \( \hat{\alpha}_{IV}^{BOD} \) are shown to have the same asymptotic variance when \( N \) and \( T \) are large. For the median absolute error,

\(^9\)Although we expect that similar results hold for AR(p) models, we do not provide a proof here since it would become quite long.
we find that $\hat{\alpha}^{BOD}_{GMM}$ has the smallest MAE in many cases. However, the difference in the MAE between $\hat{\alpha}^{BOD}_{GMM}$ and $\hat{\alpha}^{BOD}_{IV}$ is fairly small. Next, we discuss the results for the AR(2) case. The IV estimators are virtually median unbiased and $\hat{\alpha}^{LEV}_{GMM}$ has the largest bias. In terms of the IQR, unlike in the AR(1) case, $\hat{\alpha}^{LEV}_{GMM}$ is not least dispersed for all cases. For instance, in the case of $T \geq 20$, the IQR of $\hat{\alpha}^{BOD}_{GMM}$ is smaller than that of $\hat{\alpha}^{LEV}_{GMM}$ in almost all cases. Also, we find that the difference in the IQR between $\hat{\alpha}^{LEV}_{GMM}$, $\hat{\alpha}^{BOD}_{GMM}$, and $\hat{\alpha}^{BOD}_{IV}$ becomes small when $T$ is large. In terms of the MAE, although $\hat{\alpha}^{BOD}_{GMM}$ performs best in many cases, the difference between $\hat{\alpha}^{BOD}_{GMM}$ and $\hat{\alpha}^{BOD}_{IV}$ is quite small.

4 Conclusion

In this paper, we showed that the infeasible optimal IV estimator and the IV estimator using instruments in the backward orthogonal deviation are asymptotically equivalent in the sense that both estimators have the same asymptotic distribution when both $N$ and $T$ are large. We further showed that if we assume normality on the errors, the proposed IV estimator is asymptotically efficient when both $N$ and $T$ are large. Simulation results demonstrated that in terms of the bias and median absolute error, the new IV estimator outperforms the GMM and IV estimators using instruments in levels, which are commonly used in the literature.

Lastly, we note some possible extensions. Although we considered an AR(p) model with iid errors, it is of great interest to investigate whether the results obtained in this paper apply to more general models and errors, say, models that include additional regressors besides the lagged dependent variables (Arellano, 2003b) and/or heteroskedastic errors (Alvarez and Arellano, 2004). Also, it may be interesting to apply Okui’s (2006) method, i.e., a procedure to select the number of moment conditions so as to minimize the MSE of the estimators, to improve the GMM/IV estimators using instruments in the backward orthogonal deviation. But these tasks are left for future research.
Appendix

**Lemma A** Let Assumptions 1, 2, and 3 hold. Then, \(h_{it}^{OPT}\) and \(h_{it}^{BOD}\) can be written as

\[
h_{it}^{OPT} = c_t \left[ I_t - O \left( \frac{1}{T-t} \right) \right] [w_{i,t-1} + g_{it}^{OPT}],
\]

\[
h_{it}^{BOD} = w_{i,t-1} - g_{it}^{BOD}
\]

where

\[
g_{it}^{OPT} = t_p \left[ \mu_i (1 + \phi \kappa_p R_{i}^{22}) - \phi \left( (1 - \alpha t_p) (v_{i,t-1} + \cdots + v_{i,p}) + \kappa_p R_{i}^{22} \zeta_i \right) \right],
\]

\[
g_{it}^{BOD} = \left( \Phi_1 v_{i,t-2} + \cdots + \Phi_{t-2} v_{i1} \right) d_1 + \Phi_{t-1} w_{i0},
\]

\[
\Phi_j = \Pi^0 + \Pi^1 + \cdots + \Pi^{j-1} = (I_p - \Pi)^{-1} (I_p - \Pi^j)
\]

and \(\kappa_p, R_{i}^{22}\), and \(\zeta_i\) are defined later.

**Proof of Lemma A** Following Whittle (1951) and Wise (1955), let us define the \(t \times t\) matrix \(U_t\) as follows.

\[
U_t = \begin{bmatrix}
O_{(t-1) \times 1} & I_{t-1} \\
O_{1 \times 1} & O_{1 \times (t-1)}
\end{bmatrix}.
\]

Then, we have

\[
U_t^2 = \begin{bmatrix}
O_{(t-1) \times 2} & I_{t-2} \\
O_{2 \times 2} & O_{2 \times (t-2)}
\end{bmatrix},
\]

\[
U_t^3 = \begin{bmatrix}
O_{(t-3) \times 3} & I_{t-3} \\
O_{3 \times 3} & O_{3 \times (t-3)}
\end{bmatrix},
\]

\[
U_t^{p-1} = \begin{bmatrix}
O_{(t-p+1) \times (p-1)} & I_{t-p+1} \\
O_{(p-1) \times (p-1)} & O_{(p-1) \times (t-p+1)}
\end{bmatrix},
\]

\[
U_t^p = \begin{bmatrix}
O_{(t-p) \times p} & I_{t-p} \\
O_{p \times p} & O_{p \times (t-p)}
\end{bmatrix}.
\]

Using these expressions, \(y_{i}^{t-1}\) can be written as

\[
y_{i}^{t-1} = \alpha_1 U_t y_{i}^{t-1} + \alpha_2 U_t^2 y_{i}^{t-1} + \cdots + \alpha_p U_t^p y_{i}^{t-1} + \eta_i \begin{bmatrix}
\lambda_{t-1} \\
0
\end{bmatrix} + \nu_{i}^{t-1} + \tau_{i}^{t-1}
\]

where \(\nu_{i}^{t-1} = (v_{i,t-1}, \cdots, v_{i,1}, 0)^t\), \(v_{i,i}^{(1),i} = (v_{1,i}^{(1),i}, v_{2,i}^{(1),i})^t\), \(v_{i,i}^{(2),i} = (v_{i,t-1}, \cdots, v_{i,p})^t, v_{2,i}^{(2),i} = (v_{i,p}, \cdots, v_{i,1}, 0)^t\), \(\tau_{i}^{t-1} = (r_{i}^{(1),i}, r_{i}^{(2),i})^t\), \(r_{i}^{(1),i} = O_{(t-p) \times 1}\), and \(r_{i}^{(2),i} = (\alpha_p y_{i-1}, \alpha_{p-1} y_{i-1} + \cdots + \alpha_1 y_{i-1})^t\).
\[ \alpha_1 y_{i,-2}, \cdots, \alpha_2 y_{i,-1} + \cdots + \alpha_p y_{i,-p+1}, y_{i,0} \]. Since \( y_{it} \) is stationary and its conditional mean given by \( \eta_i \) is \( \mu_i = \eta_i/(1 - \alpha' \iota_p) \),

\[ (I_t - \Delta_t) \tilde{y}_i^{t-1} = \eta_i \begin{bmatrix} \iota_{t-1} \\ 0 \end{bmatrix} - \mu_i(I_t - \Delta_t)\iota_t + \nu_i^{t-1} + \tilde{r}_i^{t-1} \]

\[ = \eta_i \begin{bmatrix} \iota_{t-1} \\ 0 \end{bmatrix} - \alpha(\iota_{t-1}) + \nu_i^{t-1} + \tilde{r}_i^{t-1} \]

\[ = \nu_i^{t-1} + \tilde{r}_i^{t-1} \]

\[ = R_i^{t-1} \]

where \( \tilde{y}_i^{t-1} = y_i^{t-1} - \mu_i \iota_t \), \( \Delta_t = (\alpha_1 U_t + \alpha_2 U_t^2 + \cdots + \alpha_p U_t^p) \), \( \tilde{r}_i^{t-1} = (0_{t \times (t - p)}, \tilde{r}_i^{(2)}_t) \), and

\[ \tilde{r}^{(2)}_i = \begin{bmatrix} \alpha_p(y_{i,-1} - \mu_i) \\ \alpha_p(y_{i,-1} - \mu_i) + \alpha_p(y_{i,-2} - \mu_i) \\ \vdots \\ \alpha_p(y_{i,-1} - \mu_i) + \cdots + \alpha_p(y_{i,-p+1} - \mu_i) \\ y_{i0} - \mu_i \end{bmatrix} \]

Then, it follows that

\[ V_i^{t-1} = (I_t - \Delta_t) \left[ \begin{array}{cc} I_{t-p} & O \\ O & R_{i}^{22} \end{array} \right] (I_t - \Delta_t) \]

(34)

where \( R_{i}^{22} = \sigma_v^{-2} E(\tilde{r}^{(2)}_i, \tilde{r}^{(2)'}_i) \)^{-1}.

Therefore, using

\[ (I_t - \Delta_t) \iota_t = \begin{bmatrix} \iota_{t-p}(1 - \alpha' \iota_p) \\ 1 - \alpha_1 - \alpha_2 - \cdots - \alpha_{p-2} - \alpha_{p-1} \\ 1 - \alpha_1 - \alpha_2 - \cdots - \alpha_{p-2} \\ \vdots \\ 1 - \alpha_1 \\ 1 \end{bmatrix} = \begin{bmatrix} \iota_{t-p}(1 - \alpha' \iota_p) \\ \kappa_p \end{bmatrix} \]

(35)

we have

\[ \iota_t' V_i^{t-1} \iota_t = (1 - \alpha' \iota_p)^2 (t - p) + \kappa_p' R_{i}^{22} \kappa_p, \]

(36)
\[ t' y_{t-1} = (1 - \alpha' t_p) \left[ \eta_i (t - p) + v_{i,t-1} + \cdots + v_{i,p} \right] + \kappa_i R^{22}_i \xi (37) \]

where

\[ \xi = \eta_i \left( \begin{array}{c} t_{p-1} \\ 0 \end{array} \right) + v_{(2)i} + r_{(2)i}. \] (38)

The result for \( h_{it}^{BOD} \) is readily obtained after a simple manipulation.

**Lemma B** Let Assumptions 1, 2, and 3 hold. Then, \( \| E(g_{it}^{OPT} w_{it}^\prime) \| \) and \( \| E(g_{it}^{BOD} w_{it}^\prime) \| \) are \( O(1/t) \).

**Proof of Lemma B** First, note that \( E(\mu_{w_i,t-1}) = O_p \). Next, since \( p \) is fixed, we have

\[
\| E \left[ (v_{i,t-1} + \cdots + v_{i,p}) w_{it}^\prime \right] \| = \sigma_v^2 \left\| d_1' \left[ (I_p - \Pi)^{-1} (I_p - \Pi^t) \right] \right\| = O(1), \\
\| E \left[ \kappa_i R^{22}_i (\xi) w_{it}^\prime \right] \| = O(1), \\
\| E \left[ (\Phi_1 v_{i,t-2} + \cdots + \Phi_{t-2} v_{i1}) d_1 w_{it}^\prime \right] \| = \sigma_v^2 \sum_{j=1}^{t-2} \Phi_j d_1 d_1' (\Pi^t)^j = O(1). 
\]

The second result holds since all the elements are of dimension \( p \times 1 \) or \( p \times p \). Then, the result follows from the fact that the denominators of \( g_{it}^{OPT} \) and \( g_{it}^{BOD} \) are \( O(t) \).

Next, we derive the asymptotic properties of the IV estimators. Note that IV estimators \( \hat{\alpha}_IV^{OPT} \) and \( \hat{\alpha}_IV^{BOD} \) can be written as

\[
\sqrt{NT} (\hat{\alpha}_IV - \alpha) = \hat{A}^{-1} \sqrt{NT} \hat{b} = \hat{A}^{-1} \hat{c} \] (39)

where \( \hat{A} \) denotes \( \hat{A}_IV^{OPT} \) and \( \hat{A}_IV^{BOD} \), and so on.

The asymptotic behavior of \( \hat{A}, \hat{b} \) and \( \hat{c} \) are given in the following lemma.

**Lemma C** Let Assumptions 1, 2, and 3 hold. Then, as both \( N \) and \( T \) tend to infinity,

\[
(\hat{A}, \hat{b}, \hat{c}) \rightarrow^p (\hat{A}_{OPT}, \hat{b}_{OPT}, \hat{c}_{OPT}), \quad (\hat{A}, \hat{b}, \hat{c}) \rightarrow^d (\hat{A}_{BOD}, \hat{b}_{BOD}, \hat{c}_{BOD}). 
\]

If we further assume that Assumption 4 holds, then as both \( N \) and \( T \) tend to infinity,

\[
(\hat{c}), \quad (\hat{c}) \rightarrow^d N \left[ 0, \sigma_v^2 E \left( (w_{i,t-1} w_{i,t}^\prime) \right) \right]. 
\]
Proof of Lemma C To derive the results, we use the following decomposition:

\[ x^*_it = \Psi_t w_{i,t-1} - c_t \tilde{v}_{itT}, \]  
(43)

\[ \Psi_t = c_t \left( I_p - \frac{1}{T-t} \Pi \Phi_{T-t} \right), \]  
(44)

\[ \tilde{v}_{itT} = \left( \Phi_{T-t} v_{it} + \Phi_2 v_{i,t-2} + \cdots + \Phi_1 v_{i,t-1} \right) d_1. \]  
(45)

(a): First, we consider \( \hat{A}^{OPT}_{IV} \). Using Lemma A, B, and the above decomposition, we have

\[ E \left( \hat{A}^{OPT}_{IV} \right) = \frac{1}{T} \sum_{t=1}^{T-1} E \left( h^{OPT}_{it} x^*_it \right) \]
\[ = \frac{1}{T} \sum_{t=1}^{T-1} \left[ I_p - O \left( \frac{1}{T-t} \right) \right] \left[ E (w_{i,t-1} w'_{i,t-1}) + O \left( \frac{1}{t} \right) \right] \]
\[ \rightarrow E (w_{i,t-1} w'_{i,t-1}). \]

The last convergence comes from \( T^{-1} \sum_{t=1}^{T-1} O(1/(T-t)) = O(\log T/T) \rightarrow 0. \)

\[ \text{var} \left( \hat{A}^{OPT}_{IV} \right) \]  
are easily shown to tend to zero. For \( \hat{\alpha}^{BOD}_{IV} \), we have

\[ E \left( \hat{A}^{BOD}_{IV} \right) = \frac{1}{T} \sum_{t=1}^{T-1} \left[ E (w_{i,t-1} w'_{i,t-1}) \left\{ I_p + O \left( \frac{1}{T-t} \right) \right\} + O \left( \frac{1}{t} \right) \right] \]
\[ \rightarrow E (w_{i,t-1} w'_{i,t-1}). \]

(b),(c): First, we consider \( \hat{c}^{OPT}_{IV} \). Since \( E \left( \hat{c}^{OPT}_{IV} \right) = 0 \), and \( E(h^{OPT}_{it} v^*_it v^*_is h^{OPT'}_{it}) = E \left( h^{OPT}_{it} E_t(v^*_it v^*_is) h^{OPT'}_{it} \right) = 0 \) for \( t > s \), where \( E_t(\cdot) \) denotes the conditional expectation given \( \eta_i \) and \( \{v_{i,t-j}\}_{j=1}^{\infty} \), we have

\[ \text{var} \left( \hat{c}^{OPT}_{IV} \right) = \frac{1}{T} \text{var} \left( \sum_{t=1}^{T-1} h^{OPT}_{it} v^*_it \right) = \frac{\sigma^2_c}{T} \sum_{t=1}^{T-1} E \left( h^{OPT}_{it} h^{OPT'}_{it} \right) \]
\[ = \frac{\sigma^2_c}{T} \sum_{t=1}^{T-1} \left[ E (w_{i,t-1} w'_{i,t-1}) + O \left( \frac{1}{t} \right) \right] \]
\[ \rightarrow \sigma^2_v E (w_{i,t-1} w'_{i,t-1}). \]

Then, using the similar argument as Hahn and Kuersteiner (2002) and Lee (2005), we have

\[ \hat{c}^{OPT}_{IV} \rightarrow_d N \left[ 0, \sigma^2_v E (w_{i,t-1} w'_{i,t-1}) \right]. \]  
(46)

The result for \( \hat{c}^{BOD}_{IV} \) is obtained in a similar way.
From (c), it is straightforward to show that \( \hat{b}_{IV}^{BOD}, \hat{b}_{IV}^{OPT} \to p 0. \)

**Proof of Proposition 1** Using Lemma C, the results are easily obtained.

**References**


Table 1: Simulation Results for the AR(1) model

<table>
<thead>
<tr>
<th>$\alpha_1$</th>
<th>$T$</th>
<th>$N$</th>
<th>Median</th>
<th>IQR</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>10</td>
<td>100</td>
<td>0.279</td>
<td>0.067</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>100</td>
<td>0.281</td>
<td>0.046</td>
<td>0.026</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>100</td>
<td>0.283</td>
<td>0.037</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>100</td>
<td>0.286</td>
<td>0.020</td>
<td>0.015</td>
</tr>
<tr>
<td>0.6</td>
<td>10</td>
<td>100</td>
<td>0.556</td>
<td>0.080</td>
<td>0.052</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>100</td>
<td>0.566</td>
<td>0.052</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>100</td>
<td>0.571</td>
<td>0.039</td>
<td>0.030</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>100</td>
<td>0.580</td>
<td>0.018</td>
<td>0.020</td>
</tr>
<tr>
<td>0.9</td>
<td>10</td>
<td>100</td>
<td>0.690</td>
<td>0.163</td>
<td>0.210</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>100</td>
<td>0.767</td>
<td>0.087</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>100</td>
<td>0.803</td>
<td>0.059</td>
<td>0.097</td>
</tr>
<tr>
<td></td>
<td>50</td>
<td>100</td>
<td>0.860</td>
<td>0.018</td>
<td>0.040</td>
</tr>
<tr>
<td>0.9</td>
<td>100</td>
<td>100</td>
<td>0.875</td>
<td>0.009</td>
<td>0.025</td>
</tr>
<tr>
<td>$T$</td>
<td>$N$</td>
<td>$\alpha_1$</td>
<td>$\alpha_2$</td>
<td>Median</td>
<td>IQR</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-------------</td>
<td>-------------</td>
<td>--------</td>
<td>-----</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.141</td>
<td>0.193</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.324</td>
<td>0.116</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>0.45</td>
<td></td>
<td>0.274</td>
<td>0.140</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>0.45</td>
<td></td>
<td>0.387</td>
<td>0.067</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.245</td>
<td>0.115</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.372</td>
<td>0.078</td>
</tr>
<tr>
<td>15</td>
<td>300</td>
<td>0.45</td>
<td></td>
<td>0.308</td>
<td>0.093</td>
</tr>
<tr>
<td>15</td>
<td>300</td>
<td>0.45</td>
<td></td>
<td>0.404</td>
<td>0.050</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.297</td>
<td>0.082</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.396</td>
<td>0.057</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.45</td>
<td></td>
<td>0.328</td>
<td>0.071</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.45</td>
<td></td>
<td>0.413</td>
<td>0.043</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.391</td>
<td>0.032</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.431</td>
<td>0.026</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.420</td>
<td>0.017</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.45</td>
<td></td>
<td>0.437</td>
<td>0.015</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.6</td>
<td></td>
<td>0.294</td>
<td>0.195</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0.3</td>
<td></td>
<td>0.236</td>
<td>0.119</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>0.6</td>
<td></td>
<td>0.424</td>
<td>0.144</td>
</tr>
<tr>
<td>10</td>
<td>500</td>
<td>0.3</td>
<td></td>
<td>0.282</td>
<td>0.061</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>0.6</td>
<td></td>
<td>0.397</td>
<td>0.121</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>0.3</td>
<td></td>
<td>0.265</td>
<td>0.086</td>
</tr>
<tr>
<td>15</td>
<td>300</td>
<td>0.6</td>
<td></td>
<td>0.456</td>
<td>0.098</td>
</tr>
<tr>
<td>15</td>
<td>300</td>
<td>0.3</td>
<td></td>
<td>0.292</td>
<td>0.054</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.6</td>
<td></td>
<td>0.449</td>
<td>0.087</td>
</tr>
<tr>
<td>20</td>
<td>100</td>
<td>0.3</td>
<td></td>
<td>0.278</td>
<td>0.067</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.6</td>
<td></td>
<td>0.476</td>
<td>0.078</td>
</tr>
<tr>
<td>20</td>
<td>200</td>
<td>0.3</td>
<td></td>
<td>0.294</td>
<td>0.050</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.6</td>
<td></td>
<td>0.543</td>
<td>0.035</td>
</tr>
<tr>
<td>50</td>
<td>100</td>
<td>0.3</td>
<td></td>
<td>0.291</td>
<td>0.031</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.6</td>
<td></td>
<td>0.572</td>
<td>0.018</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>0.3</td>
<td></td>
<td>0.291</td>
<td>0.017</td>
</tr>
</tbody>
</table>