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ABSTRACT

In this paper we deal with the prediction theory of long memory processes. After investigating the general theory relating to convergence of moments of the nonlinear least squares estimators, we evaluate the asymptotic prediction mean squared error of two predictors. One is defined by using the estimator of the differencing parameter and the other is defined by using a fixed, known differencing parameter, which is, in other words, one parametric predictor of the seasonally integrated autoregressive moving average (SARIMA) models. In this paper, results do not impose the normality assumption and deal not only with stationary time series but also with nonstationary ones. The finite sample behavior is examined by simulations using the computer program S-PLUS in terms of the asymptotic theory.
1 Introduction

This paper considers prediction theory for long-memory processes. For the stationary process, \( \{y_t\} \), when the system of autocovariances is known, it is well known that the mean squared error of the best linear predictor (BLP) of \( y_{n+h} \) based on a finite past \( \{y_t\}_{t=1}^n \) is easily obtained and, as \( n \to \infty \), it decreases monotonically and converges to that of the BLP based on an infinite past \( \{y_t\}_{t=-\infty}^\infty \). Because autocovariances are usually unknown, we have to use estimated linear predictors.

International Journal of Forecasting (volume 18, issue 2) provides a good survey of this issue. However, few papers address the theoretical optimality of the practical predictors. One is Hidalgo and Yajima (2002), which introduces a semiparametric predictor and demonstrates consistency on the basis of the mean squared error of the BLP based on an infinite past.

The purpose of this paper is to discuss the asymptotic prediction mean squared error, denoted PMSE, of an alternative linear predictor for the long-memory processes with estimated coefficients in parametric models.

First, independently to the other sections, Section 2 discusses the convergence of moments of the estimators. Some authors have considered convergence of moments of the linear least squares estimators to evaluate the PMSE, for example, Fuller and Hasza (1981), Bhaansali and Papangelou (1991), Papangelou (1994), and Ing (2001). Independently, under an iid assumption, the asymptotic expansion of the moments of the normalized maximum likelihood estimator has been studied by, for example, McCullagh (1987, Section 7.3). However, none so far have dealt with the case of the non-linear least squares (NLS) estimators with standard properties. We prove the convergence of moments of the scaled estimators without assuming normality. Corollary 2.1 gives sufficient conditions of moments of the estimators of long-memory processes, which are used demonstrating asymptotic PMSE in later sections.

Section 3 considers a scalar process:

\[
\phi(L)(1 - L^s)^dy_t = \theta(L)\varepsilon_t, \tag{1.1}
\]

where \( \{\varepsilon_t\} \) is iid \((0, \sigma^2)\) and \(E[\varepsilon_t] = 0 < \infty \) for all positive integers \( r \), \( s \) is known and unity or an even integer, \( \phi(z) = 1 - \sum_{k=1}^{p} \phi_k z^k \), \( \theta(z) = 1 + \sum_{k=1}^{m} \theta_k z^k \), and \( \phi(0) = 0 \) and \( \theta(0) = 0 \) have no roots in common and all roots are outside the unit circle. In this case, the autoregressive moving average, ARMA\((p, q)\), model \( \beta(L)\varepsilon_t \equiv [\theta(L)/\phi(L)]\varepsilon_t \) is stationary and invertible. Hosking (1981) and Hassler (1994) introduced this model and showed that when \( d < 1/2 \), \( \{y_t\} \) is stationary and when \( d > 1/2 \), \( \{y_t\} \) is invertible and demonstrates properties of long or intermediate memory processes.

The model is known as the autoregressive fractionally integrated seasonal moving average, or ARFIMA\((p, d, q)\), model when \( s = 1 \). However, our main concern is the following non-stationary ARFIMA\((p, d + m, q)\) process:

\[
(1 - L^m)^m x_t = y_t, \quad t \geq 1, \tag{1.2}
\]

where \( m \) is zero or a positive integer. Imposing the restrictions \( \{x_{t-m} = y_t = 0, t \leq 0\} \) and \( d \in (-1/2, 1/2) \), we assume that we observe \( x_{1-m}, x_{2-m}, \ldots, x_n \) and the difference series \( y_1, \ldots, y_n \).

Section 3 adopts a NLS method called the conditional sum of squares (CSS) method and proves convergence of moments of the scaled estimators by using Corollary 2.1. Chung and Baillie (1996) considers the small sample properties of CSS estimators of ARFIMA models and provides a survey of this method. Section 3 also introduces a linear predictor with estimated coefficients and proves consistency on the basis of the mean squared error of the BLP for the differenced series \( \{y_t\} \).

Section 4 extends this result to the non-stationary linear predictor for \( \{x_t\} \) and considers the effects of the misspecification of a predictor of the seasonal autoregressive integrated moving average (SARIMA) model with differencing parameter \( m \), when the true model is the ARFIMA model in (1.2). The effects of misspecification of (non-stationary ARMA models are well documented, see for example, Bhaansali (1981), Fuller and Hasza (1981), Tanaka and Maekawa (1984), and Kunitomo and Yamamoto (1985). We focus on the misspecification of the differencing parameter \( d \) in models (1.1) and (1.2).

Section 5 examines these finite sample properties of the PMSE of predictors. It also reports the rate to select an appropriate predictor with Wald test statistics and Akaike Information Criterion (AIC).
Throughout this paper, let $L$ be the lag operator, $||x|| = (x^T x)^{1/2}$ be the Euclidean norm of $x$, $||A||_S = \sup_{||x||=1} ||Ax||$ be the matrix norm of $A$ called the spectral norm of $A$, $\partial f(x)/\partial x|_{x=y} = \partial f(y)/\partial x$. $f^{(0)}(y) = f(y)$, $f^{(1)}(y) = \partial f(y)/\partial x$, and $f^{(2)}(y) = \partial^2 f(y)/\partial x \partial x'$. In addition, ‘RHS’ abbreviates ‘right-hand side’, ‘LHS’ abbreviates ‘left-hand side’, and ‘const’ is used to denote universal appropriate positive constants to economize on notation. All proofs are given in the Appendix.

2 Convergence of moments of the non-linear least squares estimators

In this section we consider the convergence of moments of NLS estimators for some time series models. After assuming the well-known sufficient conditions of strong consistency and asymptotic normality, we provide a set of sufficient conditions for the convergence of moments of NLS estimators. Corollary 2.1 gives simple sufficient conditions to prove the convergence of moments of NLS estimators for a truncated time series model, which is applicable to the long-memory processes in Section 3.

2.1 Case I: stationary processes

We consider the following scalar stationary process, $\{y_t\}$, defined by:

$$y_t = \sum_{j=1}^{\infty} a_j(\theta) y_{t-j} + \varepsilon_t = \sum_{j=1}^{\infty} b_j(\theta') \varepsilon_{t-j} + \varepsilon_t, \quad t = \ldots, -1, 0, 1, \ldots$$

(2.1)

where $\{\varepsilon_t\}_{t=1}^\infty$ is iid $(0, \sigma_0^2)$ and $E[\varepsilon_t^r] < \infty$ for all positive integers $r$, $\theta^0$ is a vector of true parameters contained by the compact and convex parameter space $\Theta \subset \mathbb{R}^p$, $\sum_{j=1}^{\infty} a_j(\theta)^2 < \infty$ and $\sum_{j=1}^{\infty} b_j(\theta)^2$ are finite for any $\theta = (\theta_1, \ldots, \theta_p) \in \Theta$, and, for simplicity, $\sigma_0^2$ is assumed to be known.

Let $e_1(\theta) = y_1$, $e_2(\theta) = y_t - \sum_{j=1}^{t-1} a_j(\theta) y_{t-j}$ ($t \geq 2$), and $\hat{\theta}_n \in \Theta$ be the estimator of $\theta^0$ that minimizes the objective function:

$$Q_n(\theta) = \frac{1}{2n\sigma_0^2} \sum_{j=1}^{n} e_j^2(\theta).$$

(2.2)

which is almost certainly twice continuously differentiable on $\Theta$, for $n = 1, 2, \ldots$.

First, we provide the sets of sufficient conditions for strong consistency and asymptotic normality of $\hat{\theta}_n$ [see, e.g., Gallant and White (1998, Section 3) and Gourieroux and Monfort (1990, Chapter 24)]. Suppose there exists a function $Q_{\infty}(\theta)$:

$$\sup_{\Theta} |Q_n(\theta) - Q_{\infty}(\theta)| \overset{a.s.}{\to} 0$$

(2.3a)

The minimum $\min_{\Theta} Q_{\infty}(\theta)$ is attained at a unique value of $\theta^0$. (2.3b)

These conditions are sufficient to ensure strong consistency. Since $Q_n$ is differentiable with respect to $\theta$, we can expand the partial derivative of $Q_n(\hat{\theta}_n)$ with respect to $\theta$ in a Taylor series about $\theta^0$, for large $n$ by, for example, Gourieroux and Monfort (1989, Property 24.9):

$$\sqrt{n} Q_n^{(1)}(\hat{\theta}_n) = 0 = \sqrt{n} Q_n^{(1)}(\theta^0) + Q_n^{(2)}(\theta^0) $$

(2.4)

where $||\theta' - \theta^0|| \leq ||\hat{\theta}_n - \theta^0||$. On the Hessian matrix of the above equation, we assume that there exists a $p \times p$ fixed matrix function $I(\theta)$ such that $I(\theta)$ is continuous on $\Theta$, $I(\theta^0)$ is a symmetric, positive definite matrix, and:

$$\sup_{\Theta} \left| Q_n^{(2)}(\theta) - I(\theta) \right| \overset{a.s.}{\to} 0. $$

(2.5)
Putting $Q_n^{(2)}(\theta^*) = I_n(\theta^*) + R_n(\theta^*)$:

$$I_n(\theta^*) = \frac{1}{n\sigma_0^2} \sum_{t=1}^{n} e_t^{(1)}(\theta^*)e_t^{(1)}(\theta^0)^t,$$

$$R_n(\theta^*) = \frac{1}{n\sigma_0^2} \sum_{t=1}^{n} e_t(\theta^0)e_t^{(2)}(\theta^*) + \left\{ Q_n^{(2)}(\theta^*) - Q_n^{(2)}(\theta^0) \right\},$$

we further assume that:

$$I_n(\theta^0) \xrightarrow{a.s.} I(\theta^0), \quad \text{and} \quad \sqrt{n} Q_n^{(2)}(\theta^0) \xrightarrow{d} N(0, I(\theta^0)),$$

as $n \to \infty$. Conditions of (2.6) and (2.7) are based on the fact that series $e_t(\theta^0)$ is obtained by truncating the infinite autoregressive representations for $y_t$. See, for example, Theorem 5.5.1 and Theorem 8.4.1 in Fuller (1996). Then, $Q_n^{(2)}(\theta^*) \xrightarrow{a.s.} I(\theta^0)$ and $R_n(\theta^*) \xrightarrow{a.s.} 0$ from $\hat{\theta}_n \overset{a.s.}{\to} \theta^0, I(\theta)$ is continuous, (2.5), (2.6),

$$\left| Q_n^{(2)}(\theta^*) - I(\theta^0) \right| \leq \left| Q_n^{(2)}(\theta^*) - I(\theta^*) \right| + \left| I(\theta^*) - I(\theta^0) \right| \xrightarrow{a.s.} 0,$$

and

$$\left| R_n(\theta^*) \right| = \left| Q_n^{(2)}(\theta^*) - I_n(\theta^0) \right| \leq \left| Q_n^{(2)}(\theta^*) - I(\theta^0) \right| + \left| I(\theta^0) - I_n(\theta^0) \right| \xrightarrow{a.s.} 0.$$

It follows that, as $n \to \infty$:

$$\sqrt{n}(\hat{\theta}_n - \theta^0) \xrightarrow{d} N\left( \left\{ Q_n^{(2)}(\theta^*) \right\}^{-1} \sqrt{n} Q_n^{(1)}(\theta^0) \right) \xrightarrow{d} N(0, I(\theta^0)^{-1}).$$

These are well-known results for NLS estimators. However, the aim of this section is not to derive strong consistency and asymptotic normality of the estimators. Instead, our aim is to derive the moments of the (scaled) estimator converge, as $n \to \infty$, to the moments of the asymptotic distribution. Typically:

$$n \mathbb{E} (\hat{\theta}_n - \theta^0)(\hat{\theta}_n - \theta^0)^t \to I(\theta^0)^{-1}, \quad \text{as } n \to \infty. \quad (2.8)$$

To proceed, put:

$$a_i(m) = \frac{\partial}{\partial \theta_i}(a_1(\theta), a_2(\theta), \ldots, a_m(\theta))^t \Big|_{\theta = \theta^0},$$

for $i = 1, \ldots, p$. We assume the following.

**Assumption 1** For the process, $\{y_t\}$ in (2.1), we assume the following.

(a) The assumptions of (2.3a), (2.3b), (2.5), (2.6), and (2.7) hold.

(b) $a_1(m), a_2(m), \ldots, a_p(m)$ are linearly independent for some $m \geq p$.

(c) $||e_t^{(1)}(\theta^0)||$ has finite moments of all orders.

(d) For any finite set $\{j_1, j_2, \ldots, j_k\}$ of distinct integers, the joint distributions of $y_{j_1}, y_{j_2}, \ldots, y_{j_k}$ are absolutely continuous and there exists a constant $K > 0$ and a conditional probability density function $y_j$ given $y_t = y_1, y_2, \ldots, y_k$.

$$f_{y_{j_1} \ldots y_{j_k}}(y | y_1, y_2, \ldots, y_k) \leq K$$

for all $y, y_1, y_2, \ldots, y_k$. 
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The conditions of (2.3a) and (2.3b) can be replaced by the strong consistency of $\hat{\theta}_n$. Namely, $\hat{\theta}_n - \theta^0 \xrightarrow{n\to\infty} 0$. The condition of (b) is only used in deriving (A.2) in the proof of Theorem 2.1 in Appendix A. For example, when the process $\{y_t\}$ is a $p$th order autoregressive, AR($p$), process, $y_t = \sum_{i=1}^{p} \theta_i y_{t-i} + \varepsilon_t, (\theta(1), \ldots, \theta(p)) = (\theta_1, \ldots, \theta_p)$ and $(a_1(p), \ldots, a_p(p))$ is a $p \times p$ identity matrix. The condition of (c) is also only used in deriving (A.4) in the proof of Theorem 2.1, Appendix A. The condition of (d) is due to (III) of Bhansali and Papangeliou (1991, p.1157). [Due to a printer's error, an incongruous $Kt$ appears in place of the correct bound $K$ in (III). See Papangeliou (1994, p.403).]

Then we obtain the following theorem.

**Theorem 2.1** For the model (2.1), let $\hat{\theta}_n$ be the estimator defined by (2.2) and satisfy Assumption 1. Then there exists a number $r_0 > 0$, $r_0 > r \geq 2$, $u, v > 1$, $1/u + 1/v = 1$, and for all $n \geq n_0$:

$$
E \left\{ \left\| Q_n^{(2)}(\theta^0) \right\|_S^{-q} \right\} < \infty,
$$

(2.9)

for some $q \geq r_0$. Furthermore, if:

$$
E \left\{ \left\| \sqrt{n} Q_n^{(1)}(\theta^0) \right\|^{q'} \right\} < \infty,
$$

(2.10)

for some $q' \geq r_0$ and all $n \geq n_0$, then:

$$
\lim_{n \to \infty} E \left\{ \sqrt{n}(\hat{\theta}_n - \theta^0) \right\} = E \left\{ N(0, I(\theta^0)^{-1}) \right\},
$$

(2.11)

and (2.8) holds.

The proof of Theorem 2.1 makes use of arguments by Bhansali and Papangeliou (1991) and Ing (2001), which prove the convergence of moments of the normalized linear least squares estimators.

### 2.2 Case II: non-stationary processes

We consider the following truncated non-stationary process, $\{y_t\}$, defined by:

$$
y_t = \sum_{j=-1}^{t-1} a_j(\theta^0) y_{t-j} + \varepsilon_t = \sum_{j=-1}^{t-1} b_j(\theta^0) \varepsilon_{t-j} + \varepsilon_t, \quad t = 2, 3, \ldots,
$$

(2.12)

$y_1 = \varepsilon_1$, and $y_t = 0$ for $t \leq 0$, where $\{\varepsilon_t\}$, $a_j(\theta^0)$, and $b_j(\theta^0)$ are given by (2.1). Namely, this model is equivalent to the model (2.1) with assumption $\{y_t = \varepsilon_t = 0, t \leq 0\}$.

We derive convergence of moments of NLS estimators of $\theta^0$ when we observe $\{y_t\}_{t=1}^{n}$ defined by (2.12). Note that we use notations of Section 2.1 to economize notations. Therefore, similarly to Section 2.1, let $c_t(\theta) = y_t - \sum_{j=1}^{t-1} a_j(\theta) y_{t-j}$ ($t \geq 2$), and $\{y_t\}$ be given by (2.12). Let $\hat{\theta}_n \in \Theta$ be the NLS estimator of $\theta^0$ that minimizes the objective function $Q_n(\theta) = \sum_{t=1}^{n} c_t^2(\theta)/(2\sigma_0^2)$.

In this model, by using the fact that $\sum_{j=1}^{t-1} \sum_{k=0}^{t-j-1} a_{k,j} = \sum_{j=1}^{t-1} \sum_{k=0}^{j-1} a_{k,j}$, we have:

$$
c_t^{(1)}(\theta^0) = -\sum_{j=1}^{t-1} a_{j}^{(1)}(\theta^0) y_{t-j} = -\sum_{j=1}^{t-1} a_{j}^{(1)}(\theta^0) \sum_{k=0}^{t-j-1} b_k(\theta^0) \varepsilon_{t-j-k} = \sum_{j=1}^{t-1} b_j(\theta^0) \varepsilon_{t-j},
$$

(2.13)

for $t \geq 2$, where $b_0(\theta^0) = 1$. Therefore, if these $\{d_j(\theta^0)\}$ satisfy:

$$
I_n(\theta^0) = \frac{1}{n\sigma^2} \sum_{t=1}^{n} \sum_{j=1}^{t-1} \sum_{k=0}^{t-j-1} d_j(\theta^0) b_k(\theta^0) \varepsilon_{t-j-k} \varepsilon_{t-k} I(\theta^0) = \lim_{t \to \infty} \sum_{j=1}^{t-1} d_j(\theta^0) d_j(\theta^0)',
$$

(2.14)

in (2.6), then we can simplify sufficient conditions of moments of the NLS estimators given by Theorem 2.1.
Assumption 2 For the process, \{y_t\}, in (2.12), we assume the following.

(a) The assumptions of (2.3a), (2.3b), (2.5), and (2.6) hold.

(b) There exist \(p\)-vector sequences \(\{a_j(\theta')\}\) given by (2.13) and satisfy (2.14).

(c) \(\varepsilon_1\) has a probability density function \(f(x)\) such that \(f(x) \leq K\) for any \(x \in \mathbb{R}\) and some positive constant \(K\).

The conditions of (2.3a) and (2.3b) can be replaced by the strong consistency of \(\tilde{\Theta}_n\) as noted in Section 2.1. Since \(\{a_j(\theta')\}\) is a sequence of non-linear functions of \(\theta\), it is often difficult to treat \(\{a_n(m)\}\) in (b) of Assumption 1. (b) of Assumption 2 simplifies this condition (see the proof of Corollary 2.1 in Appendix A). This condition not only ensures (c) of Assumption 1 and (2.10), but also satisfies conditions of a central limit theorem for martingale differences because, under the model (2.12), \(e_t(\theta') = \varepsilon_t\) for \(t \geq 1\) and \(\{e_t(\theta')\epsilon_t^{(1)}(\theta')\}\) is a sequence of martingale differences. See, for example, Fuller (1996, Theorem 5.3.4 and Theorem 5.5.1). Therefore, (2.7) in Assumption 1 also holds. (d) of Assumption 1 is replaced by (c) of Assumption 2 from Lemma 2.1 below.

Corollary 2.1 Let the model (2.12) hold, and let the conditions of Assumption 2 hold. Then (2.8), (2.9), and (2.11) hold.

We establish the following lemma to prove Theorem 2.1 and Corollary 2.1.

Lemma 2.1 (i) Let \(\{X_t\}\) be a strict stationary processes, and let for any finite set \(\{j, l_1, l_2, \ldots, l_k\}\) of distinct integers, the joint distributions of \(X_j, X_{l_1}, X_{l_2}, \ldots, X_{l_k}\) be absolutely continuous and there exist a constant \(K > 0\) and a conditional probability density function \(X_j\) given \(X_{l_k} = x_1, X_{l_2} = x_2, \ldots, X_{l_k} = x_k, f_{j,l_1,\ldots,l_k}(x_1, x_2, \ldots, x_k)\), such that:

\[
f_{j,l_1,\ldots,l_k}(x_1, x_2, \ldots, x_k) \leq K, \tag{2.15}
\]

for all \(x, x_1, x_2, \ldots, x_k\). Put \(Y_i = \sum_{j=1}^{n} a_{ij} X_j (i = 1, 2, \ldots, n)\), where \(a_{ii} \neq 0\) for \(i = 1, \ldots, n\). Then:

\[
\Pr(Y_i \in C_1, Y_i \in C_{l_1}, Y_i \in C_{l_2}, \ldots, Y_i \in C_{l_k}) \leq K|a_{i1}|^{-1}(c_1 - c_i) \Pr(Y_i \in C_{l_1}, Y_i \in C_{l_2}, \ldots, Y_i \in C_{l_k}), \tag{2.16}
\]

where \(C_i = (c_1, c_i), -\infty < c_1 < c_i < \infty, 1 < l_1 < l_2 < \cdots < l_k < n\), and \(C_{l_1}, C_{l_2}, \ldots, C_{l_k}\) are appropriate intervals.

(ii) When \(\{X_t\}\) is an iid process, the condition of (2.15) can be replaced by:

\[
f_{1}(x) \leq K, \quad (\text{for any } x \in \mathbb{R} \text{ and some } K > 0), \tag{2.17}
\]

where \(f_{1}(x)\) is the marginal probability density function of \(X_1\).

3 PMSE for long-memory processes

In this section we explore the asymptotic PMSE for the process \(\{y_t\}\) in (1.1). For a scalar stationary and invertible process \(\{y_t\}\) defined by:

\[
\sum_{j=0}^{\infty} \pi_j y_{t-j} = \varepsilon_t, \quad \text{and} \quad y_t = \sum_{j=0}^{\infty} \psi_j \varepsilon_{t-j}, \quad t = 0, \pm 1, \ldots, \tag{3.1}
\]

where \(\sum_{j=0}^{\infty} \pi_j^2, \sum_{j=0}^{\infty} \psi_j^2 < \infty\), and \(\pi_0 = \psi_0 = 1\), it is well known that, in general, the BLP, denoted by \(\hat{y}_n(h)\), for a future value of \(y_{n+h}\) based on data from the infinite past, \(y_n, y_{n-1}, \ldots\), is written as:

\[
y_n(h) = -\sum_{j=1}^{\infty} \pi_j y_{n+h-j} = \sum_{j=1}^{\infty} c_j(h) y_{n+1-j} = \sum_{j=h}^{\infty} \psi_j \varepsilon_{n+h-j}, \tag{3.2}
\]
for \( h \geq 1 \) where \( y_n(h - j) = y_{n+h-j} \) for \( j \geq h \) and \( c_j(h) \)'s are, given by equation (A5.2.3) in Box and Jenkins (1976):

\[
c_j(h) = \sum_{i=0}^{h-1} \psi_i \pi_{j+i+h-i-1},
\]

for \( j \geq 1 \). Its PMSE, \( \sigma^2_y(h) \), is given by:

\[
\sigma^2_y(h) = \sum_{j=0}^{h-1} \sum_{i=0}^{h-1} \psi_j^2 \pi_{j+i+h-i-1}.
\]

However, for simplicity, we impose restrictions on \( \{y_t = 0, t \leq 0\} \), or equivalently \( \{\varepsilon_t = 0, t \leq 0\} \). In this case, the expression for the BLP \( y_n(h) \) based on \( \{y_t\}_{t=1}^{n} \) is simply obtained by imposing \( \{y_t = 0, t \leq 0\} \) and \( \{\varepsilon_t = 0, t \leq 0\} \) in (3.2) and the PMSE in (3.4) will not change. Because \( \pi_j \)'s and \( \psi_j \)'s are usually unknown, Section 3.1 discusses estimated predictors based on data of sample size \( n \) for \( y_t \) defined by (1.1), whereas Section 3.2 discusses the effects of misspecification when the differencing parameter \( d \) is fixed. Throughout this section, we estimate parameters using the CSS method.

### 3.1 PMSE for ARFIMA processes

We first construct the estimated predictor of \( y_{n+h} \), denoted by \( \hat{y}_n(h) \), when \( \{y_t\}_{t=1}^{n} \) in (1.1) is given. Put \( \beta(z) = \theta(z)/\phi(z) = \sum_{j=0}^{\infty} \beta_j z^j \). When \( \beta(z) = 1 \), under the initial condition, the model (1.1) can be expressed as:

\[
y_t = \sum_{j=0}^{l-1} \psi_j \varepsilon_{t-j}, \quad t \geq 1,
\]

and \( y_t = 0, t \leq 0 \), where \( \psi_j = \Gamma(j+1)/\Gamma(j+1) \), for \( j = 0, 1, 2, \ldots \), is the well-known \( j \)th MA(\infty) coefficient of the ARFIMA(0, 0, 0) process when \( s = 1 \). Alternatively, we can rewrite (3.5) as:

\[
\sum_{j=0}^{l-1} \pi_j \varepsilon_{t-j} = \varepsilon_t, \quad t \geq 1,
\]

where \( \pi_j = \psi_j(-d) \). Similarly, for the ARFIMA(p, d, q) model in (1.1), it can be written as:

\[
y_t = \sum_{j=0}^{l-1} \psi_j (\delta^0) \varepsilon_{t-j}, \quad \sum_{j=0}^{l-1} \pi_j (\delta^0) \varepsilon_{t-j} = \varepsilon_t, \quad t \geq 1,
\]

where \( \psi_j(\delta^0) \)'s are defined in terms of coefficients of \( \beta \)'s and \( \psi_j(\delta^0) \)'s. \( \pi_j(\delta^0) \)'s are also similarly defined, \( \delta^0 \) is the true parameter vector of (1.1) defined by \( \delta^0 = (d, \beta^0)^T \), and \( \beta \) is a \( (p + q) \)-parameter vector consisting of ARMA \( (p, q) \) parameters, i.e., \( \beta = (\phi_1, \ldots, \phi_p, \theta_1, \ldots, \theta_q)^T \).

We now assume the following.

**Assumption 3** For the process \( \{y_t\} \) in (1.1),

(a) \( \{\varepsilon_t\} \) is iid \( (0, \sigma^2_\varepsilon) \) and \( E[\varepsilon_t^r] < \infty \) for all positive integers \( r \) and \( \varepsilon_1 \) has a probability density function \( f(x) \) such that \( f(x) < K < \infty \) for any \( x \in \mathbb{R} \) and some positive constant \( K \).

(b) \( \{y_t = 0, t \leq 0\} \) or equivalently \( \{\varepsilon_t = 0, t \leq 0\} \).

(c) \( d \in D_l \) for some \( l = 1, 2, 3 \), where \( D_1 = [\alpha, 1/2 - \alpha] \), \( D_2 = [\alpha - 1/4, 1/4 - \alpha] \), \( D_3 = [-\alpha, 1/2 - \alpha] \), and \( \alpha \in (0, 1/4) \). \( D_3 \) be a compact space such that, for any \( \beta \in D_3 \), \( \phi(z) \) and \( \theta(z) \) satisfy conditions given in Section 1. \( \delta^0 = (d, \beta^0)^T \in D_1 \times D_3 = D_5 \). In addition, \( \sigma^2_\varepsilon \) is in the interior of the compact space contained in \( \mathbb{R}^+ \).
Assumption 3 (c) is from Yajima (1985). Yajima (1985) proves strong consistency and asymptotic normality of maximum likelihood estimators (MLE) of the ARFIMA \( (0,d,0) \) model with \( d \in (0, 1/2) \). Using the techniques of Yajima’s proof, we can prove the consistency of the CSS estimators when \( d \in D_1 \) and extend this result to the case of any \( D_1 \) (see Katayama, 2006, Appendix B).

Given a process \( \{ y_t \}_{t=-\infty}^{\infty} \) defined in (1.1), which satisfies Assumption 3, let \( \theta^0 \) be a true parameter vector \( (\theta, \beta) \) and assume that \( \theta^0 \) and \( \theta \) are in the same compact parameter space \( D_0 \) defined by Assumption 3. The CSS estimator \( (\hat{\theta}, \hat{\beta}) \) of \( (\theta^0, \beta^0) \) is obtained by maximizing the CSS function:

\[
S(\theta, \beta) = \frac{n}{2} \log 2\pi + \frac{n}{2} \log \sigma^2 - \frac{n}{2} \sigma^2 + \frac{1}{2} \sum_{t=1}^{n} \xi_t^2(\theta).
\]

where \( \xi_t(\theta) \) is defined as \( \xi_t(\theta) = \sum_{k=0}^{\infty} \pi_k(\theta) y_{t-k} \) for \( \theta \in D_0 \). Note that \( \delta \) is given by minimizing the objective function \( \sum_{t=1}^{n} \xi_t^2(\theta) \), with respect to \( \theta \) and \( \beta \). Then, by Katayama (2006, Theorem 1 and Remark 1), the following holds, as \( n \to \infty \):

\[
\hat{\theta} \xrightarrow{a.s.} \theta^0 \quad \text{and} \quad \sqrt{n} (\hat{\theta} - \theta^0) \xrightarrow{d} N(0, I(\theta^0)^{-1}),
\]

(3.8)

where \( I(\theta^0) \) is a positive definite matrix given by:

\[
I(\theta^0) = \begin{pmatrix}
\pi^2/6 & \kappa \\
\kappa & \Phi
\end{pmatrix} = \sum_{k=1}^{\infty} \delta_k \theta_k^0, \quad \frac{\partial \xi_t(\theta^0)}{\partial \theta} = \sum_{k=1}^{\infty} \delta_k L^k \xi_t.
\]

(3.9)

\( \delta_k = (\theta_k, \theta_k^0)^r \) is defined by \( \frac{\partial \xi_t(\theta^0)}{\partial \theta} = \sum_{k=1}^{\infty} \delta_k L^k \xi_t \) and \( \frac{\partial \xi_t(\theta^0)}{\partial \beta} = \sum_{k=1}^{\infty} \delta_k \theta_k L^k \xi_t \). Each element of \( \{ \delta_k \} \) is defined as follows:

\[
\frac{\partial \xi_t(\theta^0)}{\partial \theta} = (1 - L^s) \xi_t = - \sum_{k=1}^{t-1} \frac{1}{k} \theta_k L^k \xi_t = - \sum_{k=1}^{t-1} s_k \theta_k L^k \xi_t,
\]

(3.10)

\[
\frac{\partial \xi_t(\theta^0)}{\partial \beta} = \phi^{-1}(L) L^j \xi_t = \sum_{k=0}^{t-j} \phi_k^s L^{k+j} \xi_t = - \sum_{k=0}^{t-j} \phi_k^s \theta_k^s L^k \xi_t, \quad \text{for} \quad j = 1, \ldots, p
\]

\[
\frac{\partial \xi_t(\theta^0)}{\partial \beta} = \theta^{-1}(L) L^j \xi_t = - \sum_{k=0}^{t-j} \theta_k^s L^{k+j} \xi_t = - \sum_{k=0}^{t-j} \theta_k^s \theta_k^s L^k \xi_t, \quad \text{for} \quad j = 1, \ldots, q
\]

where \( s_j \) is \( s/j \) for \( j = 1, 2, \ldots, \) and \( \phi_k^s \) and \( \theta_k^s \) are coefficients in the expansions \( \phi^{-1}(z) = \sum_{k=0}^{\infty} \phi_k^s z^k \) and \( \theta^{-1}(z) = \sum_{k=0}^{\infty} \theta_k^s z^k \), respectively. Especially, \( \sum_{k=1}^{\infty} \theta_k^s = \pi^2/6, \quad \kappa = \sum_{k=1}^{\infty} \delta_k \theta_k^0 \) and \( \Phi = \sum_{k=1}^{\infty} \delta_k \theta_k \theta_k^0 \).

Furthermore, as a consequence of Corollary 2.1, we obtain, as \( n \to \infty \):

\[
n E(\hat{\theta} - \theta^0)(\hat{\theta} - \theta^0) = O(n^{-r/2}),
\]

(3.11)

for \( r \geq 1 \). The proof of (3.11) is given in the Appendix B.

Let \( c_j(h) \equiv c_j(h, \theta^0) \), then the BLUP \( \hat{y}_m(h) \) based on \( \{ y_t \}_{t=-\infty}^{\infty} \) is \( y_m(h) = \sum_{j=1}^{n} c_j(h, \theta^0) y_{m+1-j} = \sum_{j=1}^{n+h-1} \psi_j(h, \theta^0) \xi_{m+h-j} \), whereas \( \hat{y}_m(h) \) is defined by:

\[
\hat{y}_m(h) = \sum_{j=1}^{n} c_j(h, \hat{\theta}) y_{m+1-j} = \sum_{j=1}^{n+h-1} \psi_j(h, \hat{\theta}) \xi_{m+h-j},
\]

(3.12)

where \( c_j(h, \hat{\theta}) \) and \( \psi_j(h, \hat{\theta}) \) are given by substituting \( \hat{\theta} \) for \( \theta^0 \) into \( c_j(h, \theta^0) \) and \( \psi_j(h, \theta^0) \), respectively, and \( \{ \xi_t \}_{t=-\infty}^{\infty} \) is the residual sequence given by \( \xi_t = \xi_t(\hat{\theta}) = \sum_{j=0}^{t-1} \pi_j(\hat{\theta}) y_{t-j} \). The final equality of (3.12) is given in the Appendix B.
The prediction error of \( \tilde{y}_n(h) \) is given by:
\[
y_{n+h} - \tilde{y}_n(h) = y_{n+h} - y_n(h) + y_n(h) - \tilde{y}_n(h)
\]
\[
= \sum_{j=0}^{h-1} \psi_j(\delta^0) \varepsilon_{n+h-j} - \sum_{j=1}^{n} \left[ c_j(h, \delta) - c_j(h, \delta^0) \right] y_{n+1-j}.
\]  
(3.13)

Since the first and second terms on the RHS of (3.13) are mutually independent, the asymptotic PMSE of \( \tilde{y}_n(h) \), denoted by \( \hat{\sigma}^2_y(h) \), is defined as:
\[
\hat{\sigma}^2_y(h) \equiv \mathbb{E} \left[ y_{n+h} - \tilde{y}_n(h) \right]^2 = \sigma^2_y(h) + \mathbb{E} \left[ \sum_{j=1}^{n} \left[ c_j(h, \delta) - c_j(h, \delta^0) \right] y_{n+1-j} \right]^2,
\]  
(3.14)

where \( \sigma^2_y(h) = \sum_{j=0}^{h-1} \psi_j^2 \) given by (3.4) with \( \psi_j = \psi_j(\delta^0) \).

To derive the asymptotic PMSE of \( \tilde{y}_n(h) \), we first establish the following lemmas, which are used repeatedly in what follows.

**Lemma 3.1** Let the random variables be defined by:
\[
x_{i,n} = \sum_{j=0}^{n-1} \alpha_{i,j} \varepsilon_{n-j}, \quad \text{and} \quad z_{i,n} = \sum_{j=0}^{n-2} \left( \sum_{k=1}^{n-j-1} \beta_{i,k} \varepsilon_{n-j-k} \right) \varepsilon_{n-j}, \quad i = 1, 2,
\]
where \( \{ \varepsilon_i \} \sim \text{iid} \left( 0, \sigma^2 \right) \), \( \mathbb{E}[\varepsilon_i^4 < \infty \right) \), \( a_j \rightarrow \infty \), \( \alpha_{i,j} = O(j^{-a}) \) and \( \beta_{i,j} = O(j^{-1}) \) for \( i = 1, 2 \), \( a \in (1/2, 1) \). Then it follows that, as \( n \rightarrow \infty \):
\[
\mathbb{E}[x_{1,n}x_{2,n}z_{1,n}z_{2,n}]/n = \mathbb{E}[x_{1,n}x_{2,n}]/\mathbb{E}[z_{1,n}z_{2,n}]/n + o(1),
\]  
(3.15a)

and
\[
\mathbb{E}[x_{1,n} x_{2,n} z_{1,n} z_{2,n}]/n = o(\sqrt{n}).
\]  
(3.15b)

Since the proof can be obtained from the fact that \( \sum_{j=1}^{n} k^{-1} \leq \log n \) and \( \sum_{k=1}^{n} k^{-1} \leq c^{-1} n^c \) (\( 0 < c < 1 \)), we omit it. Note that \( \mathbb{E}[x_{1,n} x_{2,n}]/\mathbb{E}[z_{1,n} z_{2,n}]/n = O(1) \) as \( n \rightarrow \infty \).

Hereafter, let \( c_j^{(i)}(h, \delta) \) be the \( i \)-th derivatives of \( c_j(h, \delta) \) with respect to \( \delta \).

**Lemma 3.2** It holds that \( c_j^{(i)}(\delta^0) = O((\log j)^i j^{-d-1}) \), \( \psi_j^{(i)}(\delta^0) = O((\log j)^i j^{-d-1}) \), and \( c_j^{(i)}(h, \delta^0) = O((\log j)^i j^{-d-1}) \), \( i = 0, 1, 2 \), as \( j \rightarrow \infty \).

We omit the proofs since these results are obtained in the same way as those in, for example, Sections 2.11 and (8.8.6) of Fuller (1996).

By a Taylor expansion of \( \tilde{y}_n(h) \) around \( \delta = \delta^0 \), we obtain:
\[
\sum_{j=1}^{n} \left[ c_j(h, \delta) - c_j(h, \delta^0) \right] y_{n+1-j} = \sum_{j=1}^{n} c_j^{(1)}(h, \delta^0) (\delta - \delta^0) y_{n+1-j} + R_{1,n},
\]  
(3.16)

where:
\[
R_{1,n} = \sum_{j=1}^{n} (\delta - \delta^0) c_j^{(2)}(h, \delta^0) (\delta - \delta^0) y_{n+1-j},
\]
and \( \| \delta - \delta^0 \| \geq \| \delta^* - \delta^0 \| \). Using (3.11), we obtain the following theorem.

**Theorem 3.1** Let \( \{ y_t \}_{t=1}^{n} \) be given by (1.1) and Assumption 3. Then it follows that, as \( n \rightarrow \infty \):
\[
\hat{\sigma}^2_y(h) \equiv \mathbb{E} \left[ y_{n+h} - \tilde{y}_n(h) \right]^2 = \sigma^2_y(h) + \frac{\gamma^2}{n} \sum_{j=0}^{\infty} \varphi_j(h, \delta^0) I(\delta^0)^{-1} \varphi_j(h, \delta^0) + o \left( \frac{1}{n} \right),
\]  
(3.17)

where \( \sigma^2_y(h) \) and \( \tilde{y}_n(h) \) are given by (3.14) and (3.12), respectively:
\[
\varphi_j(h, \delta^0) \equiv \sum_{k=0}^{j} c_{k+j}^{(1)}(h, \delta^0) \psi_{j-k}(\delta^0) = - \sum_{k=0}^{h-1} \psi_k(\delta^0) \delta_{j+h-k},
\]
and \( \{ \delta_k \} \) is given by (3.9) and (3.10), and \( I(\delta^0) \) are given by (3.8).
Note that (3.17) indicates that PMSE of $\hat{y}_n(h)$ converges to that of BLP with $O(1/n)$. As well, the positive number divided by $n$ in (3.17) consists of information about PMSE of BLP, $\sigma_y^2(h) = \text{E} \left[ \sum_{j=1}^{n-h} \psi_j(\delta^0) \varepsilon_{n+h-j} \right]^2$ and the asymptotic variance of $\sqrt{n}(\hat{L} - \delta^0)$, $I(\delta^0)^{-1} = (\sum_{k=1}^{\infty} \delta_k \delta_k^*)^{-1}$.

The following results follow from the preceding theorem.

**Corollary 3.1** Under the same conditions as in Theorem 3.1, it follows that, as $n \to \infty$:

$$\hat{\sigma}_y^2(1) \equiv \text{E} \left[ y_{n+1} - \hat{y}_n(1) \right]^2 = \sigma_0^2 \left( 1 + \frac{p + q + 1}{n} \right) + \sigma \left( \frac{1}{n} \right). \quad (3.18)$$

**Example 3.1** Let $\{y_t\}$ be given by the AR($p$) process, $y_t = \sum_{j=1}^{p} \phi_j y_{t-j} + \varepsilon_t$. Then $\hat{y}_n(h) = \sum_{j=1}^{p} \phi_j \varepsilon_{n+h-j} + \varepsilon_t$. Let $\{y_t\}$ be given by the AR($p$) process, $y_t = \phi_0 y_{t-1} + \varepsilon_t$, where $0 < |\phi| < 1$ and $\varepsilon_t \sim N(0, 1)$. Then, $\hat{y}_n(h) = \hat{\phi}_1 h y_{n-h} + \hat{\phi}_2 h y_{n-h+1} + \cdots + \hat{\phi}_p h y_{n-h+p}$. The following results are consistent with Yamamoto (1976, p.126).

Furthermore, let $\{y_t\}$ be given by the autoregressive moving average ARMA($1, 1$) model, $y_t = \phi y_{t-1} + \theta \varepsilon_{t-1} + \varepsilon_t$, where $0 < |\phi|, |\theta| < 1$ and $\varepsilon_t \sim N(0, 1)$. Then, $\hat{\delta}_p(\hat{\phi}_j, \hat{\theta}_j) = \left( \hat{\phi}_j, \hat{\theta}_j \right)'$, $\hat{\phi}_j = \hat{\phi}_j(\hat{\phi}_j \theta_j - \hat{\theta}_j \phi_j - \hat{\phi}_j \phi_j^{-1})^{-1}$, $\hat{\theta}_j = \hat{\phi}_j(\hat{\phi}_j \phi_j - \hat{\theta}_j \phi_j + \hat{\phi}_j \phi_j^{-1})^{-1}$ for $j \geq 1$:

$$\sigma_y^2(1) = \sigma^2 \left( 1 + \frac{p + q + 1}{n} \right) \sigma \left( \frac{1}{n} \right), \quad \sigma_y^2(2) = \sigma^2 \left( 1 + \frac{p + q + 1}{n} \right) \sigma \left( \frac{1}{n} \right),$$

as $n \to \infty$, where $\sigma_y^2(h) = \sigma^2 \left( 1 + \frac{p + q + 1}{n} \right) \sigma \left( \frac{1}{n} \right)$ for $h \geq 2$. These results are consistent with Yamamoto (1981, pp.489-490).

### 3.2 The effects of misspecification of the integration order

We rewrite the model (1.1) as:

$$(1 - L^r)^{d_0} y_{t+h} = \beta(L) \varepsilon_t, \quad t \geq 1, \quad (3.19)$$

and $y_t = 0$, $t \leq 0$, where $d = d_0 + \theta$. We assume that the process (3.19) satisfies Assumption 3 and $d_0, d \in D$, for some $l = 1, 2, 3$. The predictors with estimated parameters considered here are $\hat{y}_n(h)$, which are discussed in Section 3.1, and $\hat{y}_n(h)$, which is given by fixed $d_0$ with estimators of ARMA($p, q$) parameters, denoted by $\hat{\beta}$, from the process $\{(1 - L^r)^{d_0} y_{t}\}$. That is, let $\hat{\delta} = (d_0, \hat{\beta})^T$, then:

$$\hat{\gamma}_n(h) = \sum_{j=1}^{n} c_j(h, \hat{\delta}) y_{n+1-h} = \sum_{j=1}^{n} \psi_j(\hat{\delta}) z_{n+h-j}, \quad (3.20)$$

where $z_t = \varepsilon_t(\hat{\delta}) = \sum_{j=0}^{l-1} \delta_j y_{n+h-j}$.

To make a comparison between the two predictors, $\hat{y}_n(h)$ and $\hat{y}_n(h)$, we assume that $\theta = c/\sqrt{n}$ and that $c$ is a fixed constant. The following theorem shows the asymptotic PMSE of $\hat{y}_n(h)$.

**Theorem 3.2** Let $\{y_t\}_{t=1}^{n}$ be given by (3.19) and $\theta = c/\sqrt{n}$ where $c$ is a fixed constant. Then it follows that, as $n \to \infty$:

$$\hat{\sigma}_y^2(1) \equiv \text{E} \left[ y_{n+1} - \hat{y}_n(1) \right]^2 = \sigma^2 \left( 1 + \frac{p + q + 1}{n} \right) \sigma \left( \frac{1}{n} \right), \quad (3.21)$$

where $\sigma_y^2(h)$ and $\hat{y}_n(h)$ are given by (3.14) and (3.20), respectively, $\{\varphi_j(h, \delta^0)\}$ is defined by Theorem 3.1. $\Gamma$ is given by:

$$\Gamma = \begin{pmatrix} c^2 \phi^{-1} \kappa \phi^{-1} + c^2 \phi^{-1} \kappa \phi^{-1} \phi^{-1} \end{pmatrix},$$

where $\kappa$ and $\Phi$ are given by (3.9).
Note that $\mathbf{I}$ is similar to asymptotic variance of $\sqrt{n}(\hat{\delta} - \delta^0)$, $\mathbf{I}(\delta^0)^{-1}$. (3.21) indicates that the PMSE of $\hat{\gamma}_n(h)$ converges to that of BLP with $O(1/n)$.

**Remark 1** Hereafter, to make a comparison between the two different predictors, we define *asymptotic relative efficiency* (ARE) as follows: for a stochastic process $\{y_t\}$, let $\hat{\gamma}_n(h)$ and $\tilde{\gamma}_n(h)$ be two predictors of a future value, $y_{n+h}$, when $\{y_t\}_{t=j}$ for some $j < n$ is given. Then the asymptotic relative efficiency between $\hat{\gamma}_n(h)$ and $\tilde{\gamma}_n(h)$, denoted by $\text{ARE}\left[\hat{\gamma}_n(h), \tilde{\gamma}_n(h)\right]$, is defined by:

$$\text{ARE}\left[\hat{\gamma}_n(h), \tilde{\gamma}_n(h)\right] \equiv \lim_{n \to \infty} n \left( E \left[ y_{n+h} - \hat{\gamma}_n(h) \right]^2 - E \left[ y_{n+h} - \tilde{\gamma}_n(h) \right]^2 \right).$$ (3.22)

The asymptotic PMSE of $\hat{\gamma}_n(h)$ is given by (3.17), which leads to the following result.

**Corollary 3.2** Under the same conditions as in Theorem 3.2, it follows that:

$$\text{ARE}\left[\hat{\gamma}_n(h), \tilde{\gamma}_n(h)\right] \begin{cases} \geq 0 & \text{iff } \omega \geq |c|; \\ \leq 0 & \text{iff } \omega \leq |c|; \end{cases}$$ (3.23)

where $\omega = (\pi^2/6 - k'\Phi^{-1}k)^{-1/2}$.

Note that $\omega$ is the standard error of the limiting distribution of $\sqrt{n}(\hat{\delta} - \delta)$ given by (3.8). The following result also follows from the preceding theorem.

**Corollary 3.3** Under the same conditions as in Theorem 3.2, it follows that, as $n \to \infty$:

$$\bar{\sigma}_n^2(1) \equiv E \left[ y_{n+1} - \tilde{\gamma}_n(1) \right]^2 = \sigma_0^2 \left( 1 + \frac{p + q + \sigma^2/\omega^2}{n} \right) + o\left( \frac{1}{n} \right),$$ (3.24)

where $\omega$ is given by Corollary 3.2.

**Example 3.2** Let $\{y_t\}_{t=1}^n$ be given by $(1 - L)^4y_t = \varepsilon_t$ ($t \geq 1$ and $y_t = 0$ ($t \leq 0$) where $d \in (-1/2, 1/2)$. Then $\hat{\gamma}_n(1) = -\sum_{j=1}^n \pi_j(\tilde{\delta})y_{n+1-j}$ and $\bar{\sigma}_n^2(1)$ is, for large $n$, $(1 + 1/n)\sigma_0^2$. If $h \geq 2$, then $\hat{\gamma}_n(h)$ is given by:

$$\hat{\gamma}_n(h) = \sum_{j=1}^n c_j(h, d)y_{n+1-j} = \sum_{j=h}^{n+h-1} \psi_j(d)\varepsilon_{n+h-j},$$

where $\varepsilon_j = \sum_{k=0}^{j-1} \pi_k(\tilde{\delta})y_{j-k}$, $\psi_j(d)$ and $\pi_j(d)$ are given by (3.5) and (3.6), respectively, and:

$$c_j(h, d) = -\sum_{i=0}^{k-1} \psi_i(d)\pi_{j+h-i-1}(d) = -\frac{\Gamma(h + d)}{\Gamma(1 + d)\Gamma(h)j + h + 1}.$$ (2.2.6)

by equation (2.2.6) in Miller (1994). The asymptotic PMSE of $\hat{\gamma}_n(h)$ is given by, as $n \to \infty$:

$$\bar{\sigma}_n^2(h) \equiv E \left[ y_{n+h} - \hat{\gamma}_n(h) \right]^2 = \sigma_0^2 \sum_{j=0}^{k-1} \psi_j(d)^2 + \frac{\sigma_0^2}{n} C(h, d) + o\left( \frac{1}{n} \right),$$

where:

$$C(h, d) = \frac{6}{\pi^2} \sum_{j=0}^{\infty} \left( \frac{1}{k^2} \sum_{j=0}^{k-1} \psi_j(d)^2 \right)^2 = \sum_{j=0}^{k-1} \psi_j(d)^2 - \frac{6}{\pi^2} \sum_{j=0}^{k-2} \psi_j(d)^2 \sum_{k=0}^{k-1} \frac{1}{k^2} + \frac{12}{\pi^2} \sum_{1 \leq j \leq k, j \neq k} \frac{\psi_{k-j}(d)\psi_{k-k}(d)}{k - j} \sum_{i=0}^{k-1} \frac{1}{k^2}.$$
Let \(d = d_0 + \theta, \) where \(\theta\) and \(d_0\) are fixed constants, then \(\hat{y}_n(1) = -\sum_{j=1}^{n} \pi_j(d_0) y_{n+1-j}\) and \(\hat{\sigma}_n^2(1) = E[(1 - L) - \beta(L)e_t, \quad t \geq 1, \) \(1 - L) - \beta(L)e_t, \quad t \geq 1, \) \(1 - L) - \beta(L)e_t, \quad t \geq 1,$$ which is, for large \(n,\) the variance of the stationary ARFIMA \((0, \theta, 0)\) model, \(\sigma^2(1) = \sqrt{n} \Gamma(1 - 2\theta)/\Gamma^2(1 - \theta).\)

Let \(d = d_0 + \theta, \) where \(\theta\) and \(d_0\) are a fixed constant and \(c/\sqrt{n},\) respectively; then, as \(n \to \infty,\)
\(\hat{\sigma}_n^2(1) \sim 1 + \pi^2 c^2 / (6n)|\sigma_0^2|, \) \(h \geq 2, \) then \(\hat{\sigma}_n^2(h) \sim \{\sum_{j=0}^{h-1} \pi_j(d) \hat{\varepsilon}_{n+h-j, \hat{\varepsilon}_j(d) = \hat{\varepsilon}_j(d)\}, \) \(\psi_j(d)\) and \(\pi_j(d)\) are given by (3.5) and (3.6), respectively. Letting \(d = d_0 + \theta, \) where \(\theta\) and \(d_0\) are fixed constants, then \(\hat{\sigma}_n^2(1) = E[(1 - L)^{\delta} \varepsilon_t] \Gamma(1 - 2\theta)/\Gamma^2(1 - \theta), \) \(\theta \) = \(c/\sqrt{n};\) then, as \(n \to \infty, \)
\(\hat{\sigma}_n^2(1) \sim 1 + \pi^2 c^2 / (6n)|\sigma_0^2|, \) which implies that we can evaluate the \(\text{ARE}[\hat{y}_n(1), \hat{\sigma}_n(1)] \) as in Example 3.2.

4 PMSE for integrated long-memory processes

We discuss the asymptotic PMSE of non-stationary ARFIMA processes \(\{x_t\}\), which is already given by (1.2) in Section 1:

\[
(1 - L^s)^\alpha x_t = y_t = (1 - L)^{d_0} \beta(L)e_t, \quad t \geq 1,
\]

and \(x_{t-m-s} = y_t = 0, \) \(t \leq 0, \) where \(\{y_t\}\) is given by (1.1) with Assumption 3, the vector \(\{x_{t-m-s}, \ldots, x_0\}\) is any random vector and is uncorrelated with \(y_t, \) \(t \geq 1,\) and \(m\) is known zero or a positive integer.

As in Brockwell and Davis (1991, Section 9.5), given the data \(\{x_t\}_{t=1}^{n} \) from (4.1), we can obtain the BLP, denoted by \(x_n(h),\) based on \(x_{t-m-s}, x_{t-m-s-1}, \ldots, x_n\), for a future value \(x_{n+h},\) and define the predictor with estimated parameters using the results of Sections 3.1 and 3.2. The following example shows the asymptotic PMSE of the two predictors with estimated parameters, \(\hat{x}_n(h)\) and \(\hat{x}_n(h).\)

Example 4.1 (\(m = s = 1\) and \(\beta(z) = 1\)). Let \(\{x_t\}_{t=1}^{n} \) be given by (1.1) \(x_t = y_t = (1 - L)^{d_0} \beta(L)e_t, \) \(d = c/\sqrt{n} \) and \(c = c/\sqrt{n}. \) Then \(x_n(h) = x_n + \sum_{j=0}^{h-1} y_n h_j + \sum_{j=0}^{h-1} \hat{y}_n h_j\) and \(\hat{x}_n(h) = x_n + \sum_{j=0}^{h-1} \hat{y}_n h_j\) where \(y_n(k) = \sum_{j=0}^{h-1} \psi_{n+k} h_j = \hat{y}_n(k)\) is given similarly to Example 3.2 for \(k = 1, \ldots, h, \) respectively, and \(\hat{\sigma}_n(1)\) depends on \(\hat{\sigma}_n(1)\) greater than \(\omega = \sqrt{n}/\pi \approx 0.78.\)

Example 4.2 (\(m = s = 1\) and \(\beta(z) = 1\)). Let \(\{x_t\}_{t=1}^{n} \) be given by (1.1) \(x_t = y_t = (1 - L)^{d_0} \beta(L)e_t, \) \(d = c/\sqrt{n} \) with an even integer \(s = 1\) and \(c = c/\sqrt{n}. \) If \(s \leq 1, \) then \(x_n(h) = x_n h_s + y_n h_s\) and \(\hat{x}_n(h) = x_n h_s + \hat{y}_n(h_s)\) where \(y_n(h_s) = \sum_{j=0}^{h_s} \psi_{n+s} h_{j} e_{n-s} + \hat{y}_n(h)\) is given similarly to Example 3.3, and \(\hat{x}_n(h) = x_n h_s.\) By Corollary 3.2 and Example 3.2, the sign of \(\text{ARE}[\hat{x}_n(h), \hat{x}_n(h)]\) depends on \(c = c/\sqrt{n} \) greater than \(\omega = \sqrt{n}/\pi \approx 0.78.\)

Example 4.3 (\(m = s = 1\) and \(\beta(z) = (1 - \phi z)^{-1}\)). Let \(\{x_t\}_{t=1}^{n} \) be given by (1.1) \(x_t = y_t = (1 - L)^{d_0} (1 - \phi L)^{d_0} e_t \) with \(\phi < 1\) and \(d = c/\sqrt{n} \) and \(c = c/\sqrt{n}. \) Then \(x_n(h) = x_n + \sum_{j=0}^{h-1} y_n h_j + \hat{y}_n h_j\) and \(\hat{x}_n(h) = x_n + \sum_{j=0}^{h-1} \hat{y}_n h_j\) where \(y_n(h_j) = \sum_{j=0}^{h-1} \psi_{n+h} h_{j} e_{n-s} + \hat{y}_n(h_j) = \sum_{j=0}^{h-1} \hat{y}_n(h_j)\) for \(k = 1, \ldots, h, \) whereas \(\hat{x}_n(h) = x_n + \sum_{j=0}^{h-1} \hat{y}_n h_j\) and \(\hat{y}_n(h) = \hat{y}_n(h_j)\) for \(k = 1, \ldots, h\) as in the AR(1) case of Example 3.1. By Corollary 3.2, the sign of \(\text{ARE}[\hat{x}_n(h), \hat{x}_n(h)]\) depends on \(c = c/\sqrt{n} \) and \(\omega = \sqrt{n}/\pi \approx 0.78.\)
5 Some simulations for PMSE and model selection

In this section we use simulations to examine the finite sample performance of the predictors discussed in the previous section. The calculations are made using S-PLUS Version 4.5. Observations in the models were generated by Cholesky decomposition of the covariance matrix of the process (see Sections 11.3.1 and 11.3.5 in Beran, 1994). In addition, the Gauss-Newton procedure is used for the maximization of $S(\hat{\theta}, \sigma^2)$, for which Tanaka (1999, Section 3) follows concrete procedures.

The models used are:

- DGP 1: \( x_t = x_{t-1} + (1 - L)^{-d} \xi_t \), \( t = 1, \ldots, n + 1 \),
- DGP 2: \( x_t = x_{t-12} + (1 - L^{12})^{-d} \xi_t \), \( t = 1, \ldots, n + 12 \),
- DGP 3: \( x_t = x_{t-1} + (1 - L)^{-d} (1 - \phi L)^{-1} \xi_t \), \( t = 1, \ldots, n + 1 \),

where \( \{ \xi_t \} \sim NID(0, 1) \). We consider the predictors \( \tilde{x}_n(h) \) and \( \tilde{x}_n(h) \), which are given by Examples 4.1, 4.2, and 4.3. For all simulations, we fix the number of replications at 10,000 and \( h = 1, 3, 5 \). The first row labelled \( d \) denotes the true value of \( d \) and the second row labelled \( c/\omega \) is given by \( c = \sqrt{n}d \) where \( \omega \) is given by Examples 4.1, 4.2, and 4.3. Here, the simulated square root of PMSE, denoted SRMSE, for \( h \)-step ahead is given by:

\[
\begin{align*}
\tilde{\sigma}_x(h) &= \sqrt{\frac{1}{10000} \sum_{j=1}^{10000} \left( \tilde{x}_{n,j}(h) - \tilde{x}_{n+h,j} \right)^2} \quad \text{and} \quad \tilde{\sigma}_x(h) = \sqrt{\frac{1}{10000} \sum_{j=1}^{10000} \left( \tilde{x}_{n,j}(h) - \tilde{x}_{n+h,j} \right)^2},
\end{align*}
\]

where \( x_{n+h,j} \) denotes the actual value of \( x_{n+h} \) at the \( j \)-th simulation of the relevant model above, and \( \tilde{x}_{n,j}(h) \) and \( \tilde{x}_{n,j}(h) \) are also predictors of \( \tilde{x}_n(h) \) and \( \tilde{x}_n(h) \) from data \( \{ x_t \} \) and differenced data of sample size \( n \) at the \( j \)-th simulation, respectively. Each table employs underlining to distinguish the smaller of \( \tilde{\sigma}_x(h) \) and \( \tilde{\sigma}_x(h) \). Also reported is the SRMSE of the BLP, \( \sigma_{\pi}(h) \).

The tables also provide the rate of selection of \( \tilde{x}_n(h) \) using the Wald test statistics:

\[
W = \sqrt{n}d / \omega. \tag{5.1}
\]

This is because, following from Corollary 3.2, \( \sqrt{n}d / \omega = |c| / \omega \geq 1 \) is a necessary and sufficient condition of \( \text{ARE}[\tilde{x}_n(h), \tilde{x}_n(h)] \geq 0 \), and we can estimate \( d \) and \( \omega \) from CSS methods. Given Tanaka (1999, Section 4), it is known that:

\[
\Pr(W > z_{\alpha}) \rightarrow \Pr(Z > z_{\alpha} - c/\omega), \quad \text{as } n \rightarrow \infty, \tag{5.2}
\]

where \( Z \sim N(0, 1) \) and \( z_{\alpha} \) is an upper 100\( \alpha \)% point of \( Z \). Therefore, when \( c \geq 0 \), it holds, as \( n \rightarrow \infty \):

\[
\Pr(W > 1 | c/\omega > 1) \rightarrow \Pr(Z > 1 - c/\omega | c/\omega > 1) \geq 0.5. \tag{5.3}
\]

It follows that when \( \tilde{x}_n(h) \) is more desirable than \( \tilde{x}_n(h) \) in terms of ARE of PMSE, the asymptotic probability of selecting \( \tilde{x}_n(h) \) by \( W > 1 \) is larger than 0.5 and increases as \( c \rightarrow \infty \). This is a right-sided test, \( H_0 : d = 0 \text{ vs } H_1 : d > 0 \) using Wald test statistics with a significance level of about 16%. Therefore, Wald test statistics are a candidate for model selection in terms of the ARE of PMSE. Based on these results, we report the rate of selection of predictor \( \tilde{x}_n(h) \) as follows. When \( d \geq 0 \), the rows labelled \( W(s) \) denote the percentages of \( W > 1 \) (selection of \( \tilde{x}_n(h) \)) and the rows of \( W(100\alpha) \) (\( \alpha = 0.10, 0.05, 0.01 \)) denote the percentages of \( W > z_{\alpha} \) (selection of \( \tilde{x}_n(h) \)) of the right-sided test, \( H_0 : d = 0 \text{ vs } H_1 : d > 0 \). Similarly, when \( d \leq 0 \), the rows labelled \( W(s) \) denote the percentages of \( W < -1 \) and the rows of \( W(100\alpha) \) denote the percentages of \( W < -z_{\alpha} \) of the left-sided test, \( H_0 : d = 0 \text{ vs } H_1 : d < 0 \). We also report the percentage of selection of predictor \( \tilde{x}_n(h) \) using Akaike information criterion (AIC). These are defined by:

\[
\overline{\text{AIC}} = -2S(\hat{\theta}, \hat{\sigma}^2) + 2(p + 1), \quad \text{and} \quad \overline{\text{AIC}} = -2S(\hat{\theta}, \hat{\sigma}^2) + 2(p + 2),
\]

where \( p \) is given by \( p = 0 \) for DGP 1 and DGP 2 and \( p = 1 \) for DGP 3, respectively. The rows labelled AIC denote the percentage of \( \overline{\text{AIC}} < \overline{\text{AIC}} \). Namely, the percentage of approximate likelihood ratio test statistics is larger than 2 for the hypothesis test \( H_0 : d = 0 \text{ vs } H_1 : d \neq 0 \) with significance level about 16%.

These experiments reveal the following.
1. For the results on SRPMSE:

(a) Both $\hat{\sigma}_x(h)$ and $\sigma_x(h)$ approximate $\sigma_x(h)$ well. These results are consistent with the theoretical results given by Sections 3 and 4 because $\hat{\sigma}_x^2(h)$ and $\sigma_x^2(h)$ converges to $\sigma_x^2(h)$ with $O(1/n)$.

(b) It indicates the $\hat{\sigma}_x^2(h)-\sigma_x^2(h)$ gets smaller as $|x|/\omega$ gets larger. This is consistent with the theoretical results given by Corollary 3.2 because $\text{ARE}[\hat{x}_n(h), \hat{x}_n(h)] = \text{const}(\omega^2 - \hat{\omega}^2)$ (see the proof of the Corollary 3.2 in Appendix B).

(c) Underlines in the rows of $\hat{x}_n(h)$ and $\sigma_x(h)$ show that $\hat{x}_n(h)$ seems to be smaller than $\sigma_x(h)$ for $|x|/\omega > 1$, conversely, $\sigma_x(h)$ seems to be larger than $\hat{x}_n(h)$ for $|x|/\omega < 1$, which is consistent with theoretical results given by Corollary 3.2 and Examples 4.1, 4.2, and 4.3.

2. For the results on model selections:

(a) The rows of $W(s)$ and $W(100a)$ show the empirical sizes of the left-hand sided tests have relatively large values, while the rows of AIC present a stable size.

(b) The rows of $W(s)$ show the percentages of selection of $\hat{x}_n(h)$ are getting larger as $|x|/\omega$ becomes larger and are larger than 50% for $|x|/\omega > 1$, which is consistent with (5.3).

(c) The rows of $W(100a)$ are more likely to select $\hat{x}_n(h)$ (by a simple model) than $\hat{x}_n(h)$ (by a complex model) even if $\hat{x}_n(h)$ is more desirable than $\hat{x}_n(h)$ in the sense of ARE of PMSE, which is obvious from the theoretical power function given by (5.2). The rows of AIC also show similar properties.

3. Table 3 (a) shows the case of $\phi = 0.6$, $\hat{x}_n(h)$ performs poorly and $\hat{x}_n(h) < \hat{x}_n(h)$ for $|x| \geq 0.3$. Correspondingly, the model selection results are likely to choose $\hat{x}_n(h)$. In the case of $\phi = -0.8$ given by Table 3 (b), however, it seems that $\hat{x}_n(h)$ performs relatively well and $\hat{x}_n(h) \leq \hat{x}_n(h)$ for $|x| \geq 0.2$. By Example 4.3 and Tanaka (1999), this is closely related to the fact that the estimators of $\phi$ and $z$ are negatively correlated and the correlation is much higher for $\phi = 0.6$. This indicates that the finite sample performance of $\hat{x}_n(h)$ is affected by the true ARMA parameters.

4. As a whole, it indicates that classical test statistics, such as the likelihood ratio, Wald, and Lagrange multiplier test statistics, control the probability of selecting the relatively efficient predictor by the levels of significance. In other words, these can serve as model selection criteria for the ARE of PMSE when a complex model hypothesized is a true model.

**TABLE 1 (a)** The SRPMSE and the percentage of selection of $\hat{x}_n(h)$ for DGP 1 ($n = 50$)

<table>
<thead>
<tr>
<th>$d$</th>
<th>$c/\omega$</th>
<th>0.20</th>
<th>0.15</th>
<th>0.10</th>
<th>0.05</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\hat{x}_n(1)$</td>
<td>1.0009</td>
<td>0.9981</td>
<td>1.0044</td>
<td>1.0127</td>
<td>1.0087</td>
<td>0.9892</td>
<td>1.0168</td>
<td>1.0152</td>
<td>1.0533</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(3)$</td>
<td>1.5313</td>
<td>1.5766</td>
<td>1.6061</td>
<td>1.6657</td>
<td>1.7418</td>
<td>1.8241</td>
<td>1.9238</td>
<td>2.0176</td>
<td>2.1619</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(5)$</td>
<td>1.8234</td>
<td>1.9034</td>
<td>1.9820</td>
<td>2.1063</td>
<td>2.2485</td>
<td>2.3845</td>
<td>2.6270</td>
<td>2.8179</td>
<td>3.0740</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(1)$</td>
<td>1.0044</td>
<td>0.9937</td>
<td>1.0006</td>
<td>1.0226</td>
<td>1.0234</td>
<td>0.9973</td>
<td>1.0189</td>
<td>1.0058</td>
<td>1.0139</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(3)$</td>
<td>1.4937</td>
<td>1.5630</td>
<td>1.6124</td>
<td>1.6856</td>
<td>1.7719</td>
<td>1.8460</td>
<td>1.9293</td>
<td>2.0065</td>
<td>2.0650</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(5)$</td>
<td>1.7067</td>
<td>1.8899</td>
<td>1.9910</td>
<td>2.1345</td>
<td>2.2933</td>
<td>2.4169</td>
<td>2.6292</td>
<td>2.7780</td>
<td>2.9323</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(1)$</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(3)$</td>
<td>1.4937</td>
<td>1.5630</td>
<td>1.6124</td>
<td>1.6856</td>
<td>1.7719</td>
<td>1.8460</td>
<td>1.9293</td>
<td>2.0065</td>
<td>2.0650</td>
<td></td>
</tr>
<tr>
<td>$\hat{x}_n(5)$</td>
<td>1.7067</td>
<td>1.8899</td>
<td>1.9910</td>
<td>2.1345</td>
<td>2.2933</td>
<td>2.4169</td>
<td>2.6292</td>
<td>2.7780</td>
<td>2.9323</td>
<td></td>
</tr>
</tbody>
</table>

**DGP 1:** $\{x_t\}_{t=1}^{10}$ where $x_t = x_{t-1} + (1 - L)^{-1.5} \varepsilon_t$ and $\{\varepsilon_t\} \sim \text{N}(0,1)$.  

13
### TABLE 1 (b) The SRPMSE and the percentage of selection of \( \hat{s}_n(h) \) for DGP 1 \((n = 100)\)

<table>
<thead>
<tr>
<th>(d)</th>
<th>-0.20</th>
<th>-0.15</th>
<th>-0.10</th>
<th>-0.05</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c/\omega)</td>
<td>-2.57</td>
<td>-1.92</td>
<td>-1.28</td>
<td>-0.64</td>
<td>0.00</td>
<td>0.64</td>
<td>1.28</td>
<td>1.92</td>
<td>2.57</td>
</tr>
</tbody>
</table>

\( \sigma_x(1) \)

\begin{align*}
\sigma_x(1) & = 1.0228 \\
\sigma_x(3) & = 1.5579 \\
\sigma_x(5) & = 1.8136 \\
\sigma_x(10) & = 1.0011 \\
\sigma_x(30) & = 1.4706 \\
\sigma_x(50) & = 1.7470 \\
\end{align*}

AIC

\begin{align*}
AIC & = 81.8 \\
W(s) & = 95.0 \\
W(10) & = 91.5 \\
W(50) & = 83.5 \\
W(1) & = 60.9 \\
\end{align*}

DGP 1: \( \{x_i\}_{i=1}^{100} \) where \( x_t = x_{t-1} + (1 - L)^{-d} \varepsilon_t \) and \( \{\varepsilon_t\} \sim NID(0,1) \).

### TABLE 2 (a) The SRPMSE and the percentage of selection of \( \hat{s}_n(h) \) \((n = 50)\)

<table>
<thead>
<tr>
<th>(d)</th>
<th>-0.20</th>
<th>-0.15</th>
<th>-0.10</th>
<th>-0.05</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c/\omega)</td>
<td>-1.81</td>
<td>-1.36</td>
<td>-0.91</td>
<td>-0.45</td>
<td>0.00</td>
<td>0.45</td>
<td>0.91</td>
<td>1.36</td>
<td>1.81</td>
</tr>
</tbody>
</table>

\( \sigma_x(1) \)

\begin{align*}
\sigma_x(1) & = 1.0381 \\
\sigma_x(3) & = 1.0313 \\
\sigma_x(5) & = 1.0385 \\
\sigma_x(10) & = 1.0348 \\
\sigma_x(30) & = 1.0266 \\
\sigma_x(50) & = 1.0266 \\
\end{align*}

AIC

\begin{align*}
AIC & = 36.2 \\
W(s) & = 69.6 \\
W(10) & = 61.5 \\
W(50) & = 50.1 \\
W(1) & = 30.7 \\
\end{align*}

DGP 2: \( \{x_i\}_{i=1}^{50} \) where \( x_t = x_{t-12} + (1 - L)^{-d} \varepsilon_t \) and \( \{\varepsilon_t\} \sim NID(0,1) \). \( \sigma_x(h) = 1 \) for \( h = 1, 3, 5 \).

### TABLE 2 (b) The SRPMSE and the percentage of selection of \( \hat{s}_n(h) \) \((n = 100)\)

<table>
<thead>
<tr>
<th>(d)</th>
<th>-0.20</th>
<th>-0.15</th>
<th>-0.10</th>
<th>-0.05</th>
<th>0.00</th>
<th>0.05</th>
<th>0.10</th>
<th>0.15</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c/\omega)</td>
<td>-2.57</td>
<td>-1.92</td>
<td>-1.28</td>
<td>-0.64</td>
<td>0.00</td>
<td>0.64</td>
<td>1.28</td>
<td>1.92</td>
<td>2.57</td>
</tr>
</tbody>
</table>

\( \sigma_x(1) \)

\begin{align*}
\sigma_x(1) & = 1.0230 \\
\sigma_x(3) & = 1.0201 \\
\sigma_x(5) & = 1.0080 \\
\sigma_x(10) & = 1.0064 \\
\sigma_x(30) & = 1.0011 \\
\sigma_x(50) & = 0.9999 \\
\end{align*}

AIC

\begin{align*}
AIC & = 67.4 \\
W(s) & = 88.6 \\
W(10) & = 83.1 \\
W(50) & = 74.1 \\
W(1) & = 52.8 \\
\end{align*}

DGP 2: \( \{x_i\}_{i=1}^{100} \) where \( x_t = x_{t-12} + (1 - L)^{-d} \varepsilon_t \) and \( \{\varepsilon_t\} \sim NID(0,1) \). \( \sigma_x(h) = 1 \) for \( h = 1, 3, 5 \).
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TABLE 3 (a)  The SRP MSE and the percentage of selection of \( \tilde{x}_n(h) \) for DGP 3 (\( \phi = 0.6, n = 100 \))

<table>
<thead>
<tr>
<th>( d )</th>
<th>-0.30</th>
<th>-0.20</th>
<th>-0.10</th>
<th>0.00</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c/\omega )</td>
<td>-1.17</td>
<td>-0.78</td>
<td>-0.39</td>
<td>0.00</td>
<td>0.39</td>
<td>0.78</td>
<td>1.17</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(1) )</td>
<td>1.0679</td>
<td>1.0887</td>
<td>0.9971</td>
<td>0.9882</td>
<td>1.0007</td>
<td>1.0050</td>
<td>1.0033</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(3) )</td>
<td>2.1602</td>
<td>2.3402</td>
<td>2.5204</td>
<td>2.7211</td>
<td>2.9391</td>
<td>3.1874</td>
<td>3.4517</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(5) )</td>
<td>2.9281</td>
<td>3.3016</td>
<td>3.6745</td>
<td>4.1994</td>
<td>4.6976</td>
<td>5.3406</td>
<td>6.1197</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(1) )</td>
<td>1.0056</td>
<td>1.0122</td>
<td>1.0002</td>
<td>0.9927</td>
<td>1.0058</td>
<td>1.0075</td>
<td>0.9908</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(3) )</td>
<td>2.1500</td>
<td>2.3509</td>
<td>2.5422</td>
<td>2.7492</td>
<td>2.9613</td>
<td>3.1820</td>
<td>3.4235</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(5) )</td>
<td>2.8031</td>
<td>3.3176</td>
<td>3.7285</td>
<td>4.2661</td>
<td>4.7459</td>
<td>5.3438</td>
<td>6.0502</td>
</tr>
<tr>
<td>AIC</td>
<td>36.9</td>
<td>20.1</td>
<td>10.6</td>
<td>9.0</td>
<td>11.1</td>
<td>17.1</td>
<td>30.6</td>
</tr>
<tr>
<td>( W(s) )</td>
<td>65.4</td>
<td>45.7</td>
<td>31.2</td>
<td>19.3/14.8</td>
<td>25.9</td>
<td>37.7</td>
<td>55.1</td>
</tr>
<tr>
<td>( W(10) )</td>
<td>50.3</td>
<td>33.8</td>
<td>22.8</td>
<td>13.9/10.8</td>
<td>19.6</td>
<td>29.7</td>
<td>45.1</td>
</tr>
<tr>
<td>( W(5) )</td>
<td>33.1</td>
<td>22.9</td>
<td>16.1</td>
<td>7.4/9.6</td>
<td>14.2</td>
<td>21.7</td>
<td>34.8</td>
</tr>
<tr>
<td>( W(1) )</td>
<td>17.2</td>
<td>12.2</td>
<td>8.9</td>
<td>5.3/3.3</td>
<td>7.6</td>
<td>12.6</td>
<td>21.7</td>
</tr>
</tbody>
</table>

DGP 3: \( \{x_t\}_{t=1}^{101} \) where \( x_t = x_{t-1} + (1 - L)^{-d}(1 - \phi L)^{-1} \varepsilon_t \) and \( \{ \varepsilon_t \} \sim NID(0, 1) \).

TABLE 3 (b)  The SRP MSE and the percentage of selection of \( \tilde{x}_n(h) \) for DGP 3 (\( \phi = -0.8, n = 100 \))

<table>
<thead>
<tr>
<th>( d )</th>
<th>-0.30</th>
<th>-0.20</th>
<th>-0.10</th>
<th>0.00</th>
<th>0.10</th>
<th>0.20</th>
<th>0.30</th>
</tr>
</thead>
<tbody>
<tr>
<td>( c/\omega )</td>
<td>-3.61</td>
<td>-2.41</td>
<td>-1.20</td>
<td>0.00</td>
<td>1.20</td>
<td>2.41</td>
<td>3.61</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(1) )</td>
<td>1.0009</td>
<td>1.0338</td>
<td>1.0088</td>
<td>1.0078</td>
<td>1.0132</td>
<td>1.0125</td>
<td>1.1334</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(3) )</td>
<td>1.2387</td>
<td>1.2740</td>
<td>1.2805</td>
<td>1.3205</td>
<td>1.4165</td>
<td>1.5670</td>
<td>1.8353</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(5) )</td>
<td>1.3755</td>
<td>1.4032</td>
<td>1.4303</td>
<td>1.5628</td>
<td>1.7332</td>
<td>2.0132</td>
<td>2.5008</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(1) )</td>
<td>1.0174</td>
<td>1.0176</td>
<td>1.0100</td>
<td>1.0147</td>
<td>1.0193</td>
<td>1.0155</td>
<td>1.0097</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(3) )</td>
<td>1.2124</td>
<td>1.2500</td>
<td>1.2821</td>
<td>1.3309</td>
<td>1.4117</td>
<td>1.4997</td>
<td>1.5894</td>
</tr>
<tr>
<td>( \hat{\sigma}_x(5) )</td>
<td>1.3195</td>
<td>1.3742</td>
<td>1.4624</td>
<td>1.5754</td>
<td>1.7270</td>
<td>1.9570</td>
<td>2.1286</td>
</tr>
<tr>
<td>AIC</td>
<td>95.9</td>
<td>76.1</td>
<td>36.3</td>
<td>12.9</td>
<td>34.7</td>
<td>75.2</td>
<td>95.6</td>
</tr>
<tr>
<td>( W(s) )</td>
<td>99.5</td>
<td>92.4</td>
<td>61.9</td>
<td>21.8/12.1</td>
<td>51.4</td>
<td>86.6</td>
<td>98.0</td>
</tr>
<tr>
<td>( W(10) )</td>
<td>98.8</td>
<td>87.0</td>
<td>51.3</td>
<td>15.4/7.5</td>
<td>40.2</td>
<td>80.8</td>
<td>97.6</td>
</tr>
<tr>
<td>( W(5) )</td>
<td>96.6</td>
<td>77.3</td>
<td>37.6</td>
<td>9.2/3.1</td>
<td>27.5</td>
<td>71.3</td>
<td>94.9</td>
</tr>
<tr>
<td>( W(1) )</td>
<td>86.1</td>
<td>53.1</td>
<td>16.9</td>
<td>3.2/0.5</td>
<td>10.2</td>
<td>47.8</td>
<td>85.9</td>
</tr>
</tbody>
</table>

DGP 3: \( \{x_t\}_{t=1}^{101} \) where \( x_t = x_{t-1} + (1 - L)^{-d}(1 - \phi L)^{-1} \varepsilon_t \) and \( \{ \varepsilon_t \} \sim NID(0, 1) \).
6 Conclusion

This paper deals with the prediction theory of non-stationary long-memory processes, referred to as the ARFISMA model by Hassler (1994). After investigating the general theory relating to the convergence of the moments of the non-linear least squares estimators, we evaluate the asymptotic prediction mean squared error of two predictors. The first is defined by the estimator of the differencing parameter and the second by a fixed differencing parameter; in other words, a parametric predictor of the SARIMA model. The effects of misspecifying the integration order in the ARFISMA model are clarified by the asymptotic results relating to the prediction mean squared error. The finite sample behaviour of the predictor is investigated using simulation, and the source of differences in behaviour made clear in terms of asymptotic theory. The results also reveal that classical test statistics, like the likelihood ratio and Wald test statistics, can serve as model selection criteria in terms of prediction mean squared error.
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Appendix A

Proof of Theorem 2.1:

Since $Q_n^{(2)}(\theta^*) = \mathbf{I}_n(\theta^*) + R_n(\theta^*)$ and $\mathbf{I}(\theta^*)$ are positive definite, the minimum eigenvalues of $Q_n^{(2)}(\theta^*)$ and $\mathbf{I}_n(\theta^*)$ are positive for all $n \geq n_0$ by (2.6). It follows that:

$$v'Q_n^{(2)}(\theta^*)v = \frac{1}{n} \sum_{j=0}^{n-1} Z_n^2(j) + v'R_n(\theta^*)v = \frac{1}{n} \sum_{j=0}^{n-1} Z_n^2(j), \text{ and} \frac{1}{n} \sum_{j=0}^{n-1} Z_n^2(j) + v'R_n(\theta^*)v$$

are positive for all $n \geq n_0$ a.c., where $v = (v_1, \ldots, v_p)'$ is a fixed vector such that $\|v\| = 1$, $Z_n(j) = v'e^{(1)}_{j+1}(\theta^*) = \sum_{k=1}^{p-1} \alpha_k(j, k) y_k$, $\alpha_k(j, k) = -v'\alpha^{(1)}_{j+1}(\theta^*)$, $0 < \delta < 1$ and without loss of generality, $n\delta$ is assumed to be a positive integer, and $\sigma_0^2 = 1$. Similarly to equations (3.3) and (3.4) of Ing (2001), rearranging $n^{-1} \sum_{j=0}^{n-1} Z_n^2(j)$, one obtains:

$$v'Q_n^{(2)}(\theta^*)v \geq \frac{1}{n} \sum_{j=0}^{n-1} Z_n^2(j) = \frac{1}{n} (1-\delta)^{n/\ell q} - 1 \ell q - 1 \sum_{j=0}^{n-1} Z_n^2(n(i) + j) > 0 \quad \text{a.c.,}$$

where $n(i) = n\delta + (1-\delta)n\ell q/lq$, $l > 4(p-1)/\ell q + 2$ and, to simplify the discussion, $lq$ and $(1-\delta)n/\ell q$ are also assumed to be positive integers and $n\delta, (1-\delta)n/lq \geq m$. And by the convexity of function $e^{-x}$, $x > 0$:

$$\left\{v'Q_n^{(2)}(\theta^*)v\right\}^{-q} \leq \frac{(1-\delta)^{-q}}{(1-\delta)^{n/\ell q} - 1 \ell q} \sum_{j=0}^{n-1} \left\{\sum_{i=0}^{\ell q-1} Z_n^2(n(i) + j)\right\}^{-q} \quad \text{a.c..}$$

Let $\lambda_0$ be the smallest eigenvalue of $Q_n^{(2)}(\theta^*)$, $\nu = (\nu_1, \ldots, \nu_p)'$ be on the unit sphere of $\mathbb{R}^p$, and $Z_n(j) = v'e^{(1)}_{j+1}(\theta^*)$. Then $\|Q_n^{(2)}(\theta^*)\|^{-1} \|\nu\|_2 = \lambda_0^{-1}$ and $\lambda_0 = \inf_{\|\nu\|_2=1} \nu'Q_n^{(2)}(\theta^*)\nu$. Therefore, if one can show that there exists some $C > 0$ such that:

$$E \left[ \inf_{\|\nu\|_2=1} \left\{\sum_{i=0}^{\ell q-1} Z_n^2(n(i) + j)\right\}^{-q} \right] \leq C < \infty \quad \text{(A.1)}$$

holds for all $j = 0, \ldots, (1-\delta)n/\ell q - 1$ and $n \geq n_0$, then (2.9) follows. In this proof we focus on the case of $j = 0$ because the same argument is easily applied to other values of $j$.

First, we show that:

$$\text{Pr} \left( Q(v) < \beta \right) \leq \text{const} \beta^{1/2},$$

for fixed $\nu$ such that $\|\nu\| = 1$ and $\beta > 0$, where $Q(v) = \sum_{i=0}^{\ell q-1} Z_n^2(n(i))$. Note that, by (b) of Assumption 1, there exists $k(i)$ ($i = 0, 1, \ldots, lq - 1$) such that $k(i) = \max\{k \mid |\alpha_k(n(i), k)| > 0, k = n(i - 1) + 1, \ldots, n(i)\}$ for $i = 1, \ldots, lq - 1$ and $k(0) = \max\{k \mid |\alpha_k(n(0), k)| > 0, k = 1, \ldots, n(0)\}$ because $(1-\delta)n/\ell q \geq m$ and $n(0) = n\delta \geq m$. To prove (A.2), we use the same argument as in the proof of (2.2) of Bhansali and Papangelou (1994, pp.1158–1159), (d) of Assumption 1, and (i) of Lemma 2.1. Let $Y(u) = \{ \sum_{i=0}^{k(i)} \alpha_k(n(i), i) y_k \}$ $u = k(i)$, $i = 0, 1, \ldots, lq - 1$, otherwise.
Then \( Y(k(i)) = Z_{\nu}(n(i)) = \sum_{i=0}^{lq-1} a_{n}(i) t y_{i}, \) \( i = 0, \ldots, lq - 1, \) and \( \{Y(u)\}_{u=1}^{k(q-1)} \) and \( \{y_{u}\}_{u=1}^{k(q-1)} \) satisfy conditions of (i) of Lemma 2.1. It follows that:

\[
\Pr \left( \sum_{i=0}^{lq-1} Z_{n}^{2}(n(i)) < \beta \right) \leq \Pr \left( \bigcap_{i=0}^{lq-1} \left\{ Z_{n}^{2}(n(i)) < \beta \right\} \right) = \Pr \left( \bigcap_{i=0}^{lq-2} \left\{ -\sqrt{\beta} < Y(k(i)) < \sqrt{\beta} \right\} \right)
\]

\[
\leq \frac{2K \sqrt{\beta}}{\nu_{n}(lq-l), k(lq-l)} \Pr \left( \bigcap_{i=0}^{lq-2} \left\{ -\sqrt{\beta} < Y(k(i)) < \sqrt{\beta} \right\} \right) \leq \text{const.} \beta^{1/2},
\]

which proves (A.2).

To demonstrate (A.1) one can follow Bhansali and Papangelou (1991, p.1159). Let \( \nu \) and \( \nu \) be on the unit sphere \( S^{p} \) of \( \mathbb{R}^{p} \), and \( Q(\nu) = \sum_{i=0}^{lq-1} Z_{n}^{2}(n(i)) \). Then, using the triangular inequality and the Cauchy–Schwarz inequality, we have:

\[
|Z_{\nu}(j)| = |\nu + \nu - \nu| e_{j+1}(\theta) \leq |Z_{\nu}(j)| + ||\nu - \nu|| e_{j+1}(\theta).
\]

It implies that if \( ||\nu - \nu|| < \epsilon \) and \( ||e_{j+1}(\theta)||^{2} < 1/\epsilon, i = 0, 1, \ldots, lq - 1 \), then:

\[
Q(\nu) = \sum_{i=0}^{lq-1} Z_{n}^{2}(n(i)) \leq 2 \sum_{i=0}^{lq-1} Z_{n}^{2}(n(i)) + 2||\nu - \nu||^{2} \sum_{i=0}^{lq-1} ||e_{j+1}(\theta)||^{2} \leq 2Q(\nu) + 2lq\epsilon. \quad (A.3)
\]

It is easy to see that, given \( \epsilon \in (0, 1) \), there is a subset of \( S' \) of \( S \) with \( \text{const.}/\epsilon^{2p-2} \) elements, such that given any \( \nu \in S \) there exists \( \nu \in S' \) with \( ||\nu - \nu|| < \epsilon \). From this, (A.2), and (A.3), we deduce that:

\[
\Pr \left( Q(\nu) < \epsilon \text{ for some } \nu \in S \right) \quad (A.4)
\]

\[
= \Pr \left( \bigcup_{i=0}^{lq-1} \left\{ e_{j+1}(\theta) \geq 1/\epsilon \text{ for some } i = 0, 1, \ldots, lq - 1 \right\} \right) + \Pr \left( \bigcup_{i=0}^{lq-1} \left\{ e_{j+1}(\theta) < 1/\epsilon \text{ for any } i = 0, 1, \ldots, lq - 1 \right\} \right) \leq \Pr \left( e_{j+1}(\theta) \geq 1/\epsilon \text{ for some } i = 0, 1, \ldots, lq - 1 \right) + \Pr \left( e_{j+1}(\theta) < 2lq\epsilon \right) \leq 2lq\epsilon.
\]

where the last inequality follows from (c) of Assumption 1. By (A.4), \( \Pr \left( \inf ||\nu||^{-1} Q(\nu) < \epsilon \right) \leq \text{const.} \epsilon^{2p-2} \), hence:

\[
E \left[ \inf \frac{Q(\nu)}{||\nu||^{-1}} \right]^{q} = \int_{0}^{\infty} \Pr \left( \left\{ \inf \frac{Q(\nu)}{||\nu||^{-1}} \right\}^{q} > t \right) dt \leq 1 + \int_{0}^{\infty} \Pr \left( \inf \frac{Q(\nu)}{||\nu||^{-1}} \right) dt \leq 1 + \text{const.} \int_{0}^{\infty} t^{1/2-2p+2} dt,
\]

which is finite since \( t > (4p - 4)/q + 2 \) and hence demonstrates (A.1) for the case of \( j = 0 \).
To obtain (2.8) and (2.11), it is sufficient to check the uniform integrability of \( \sqrt{n}(\bar{\theta}_n - \theta^0) \) (see Serfling, 1980, pp.13–14). By Hölder’s inequality, we have, for \( n \geq n_0 \):

\[
E \left\| \sqrt{n}(\bar{\theta}_n - \theta^0) \right\|_{q}^{n_0} \leq \text{const} \, E \left\{ \left( Q_{n}^{(2)}(\theta^0) \right)^{-1} \left\| \sqrt{n} Q_{n}^{(1)}(\theta^0) \right\|_{q}^{n_0} \right\}^{1/n_0} \leq \text{const} \left\{ E \left\{ \left( Q_{n}^{(2)}(\theta^0) \right)^{-1} \left\| \sqrt{n} Q_{n}^{(1)}(\theta^0) \right\|_{q}^{n_0} \right\} \right\}^{1/n_0} .
\]

Using (2.9), (2.10), and Lyapunov’s inequality, this uniform integrability is satisfied and the conclusion follows.

**Proof of Corollary 2.1:**

We borrow the notations in the proof of Theorem 2.1. Since \( Q_{n}^{(2)}(\theta^0) = I_n(\theta^0) + R_n(\theta^0) \) and \( I(\theta^0) \) are positive definite, the minimum eigenvalue of \( Q_{n}^{(2)}(\theta^0) \) and \( I_n(\theta^0) \) are positive for all \( n \geq n_0 \) by (2.6). From this and (b) of Assumption 2, \( v' Q_{n}^{(2)}(\theta^0) v = n^{-1} \sum_{j=0}^{n-1} Z_j^2(\varepsilon) + v' R_n(\theta^0) v, (1-\delta)[n(1-\delta)]^{-1} \sum_{j=0}^{n-1} Z_j^2(\varepsilon) \), and \( (n\delta)^{-1} \sum_{j=0}^{n-1} Z_j^2(\varepsilon) + v' R_n(\theta^0) v \) are all positive for all \( n \geq n_0 \) a.c., where \( v' \) is a fixed vector such that \( \|v\| = 1 \), \( Z_n(v) = v' e_{j+1}^{(1)}(\theta^0) = v' \sum_{j=1}^{n-1} d_{j+1-k}(\theta^0) \varepsilon_k = \sum_{k=1}^{n} d_{j+1-k}(\theta^0) \varepsilon_k = \sum_{k=1}^{n} d_{j-k}(\theta^0) \varepsilon_k, k = 0 < \delta < 1 \) and without loss of generality, \( n\delta = 1 \), \( \sigma_0^2 = 1 \). Let \( Z_n(v) = v' e_{j+1}^{(1)}(\theta^0) \). Similarly to (A.1) in the proof of Theorem 2.1, by equations (3.3) and (3.4) of Ing (2001), if one can show that there exists some \( C > 0 \) such that:

\[
E \left[ \inf_{\|v\| = 1} \sum_{j=0}^{n-1} Z_j^2(n(i) + j) \right]^{-q} \leq C < \infty \hspace{1cm} (A.5)
\]

holds for all \( j = 0, \ldots, (1-\delta)n/lq - 1 \) and \( n \geq n_0 \), then (2.9) follows. In this proof we focus on the case of \( j = 0 \), because the same argument is easily applied to other values of \( j \).

First, we show that:

\[
Pr \left( Q(v) < \beta \right) \leq \text{const} \, \beta^{1/2} , \hspace{1cm} (A.6)
\]

for fixed \( v \) such that \( \|v\| = 1 \) and \( \beta > 0 \), where \( Q(v) = \sum_{i=0}^{l-1} Z_i^2(n(i)) \). By (a) and (b) of Assumption 2, we have for large \( n > n_0 \):

\[
\sum_{k=0}^{n(i)} \left\{ \alpha_v(n(i), k) \right\}^2 = v' \sum_{k=1}^{l-1} d_{k}(\theta^0) d_{k}(\theta^0)' v > 0,
\]

and

\[
\sum_{k=0}^{n(k)} \left\{ \alpha_v(n(0), k) \right\}^2 = v' \sum_{k=1}^{lq} d_{k}(\theta^0) d_{k}(\theta^0)' v > 0.
\]

It follows that these have at least one non-zero summand since \( I(\theta^0) = \sum_{i=0}^{l-1} d_{i}(\theta^0) d_{i}(\theta^0)' \) is positive definite. These prove the existence of \( k(i) \) \((i = 0, 1, \ldots, lq - 1)\) such that \( k(i) = \max[k \mid \alpha_v(n(i), k) > 0, k = n(i) + 1, \ldots, n(i)] \) for \( i = 0, 1, \ldots, lq - 1 \) and \( k(0) = \max[k \mid \alpha_v(n(0), k) > 0, k = 1, \ldots, n(0)] \). To prove (A.6), we use the same argument as in the proof of (2.2) of Bhansali and Papangelou (1994, pp.1158–1159), (c) of Assumption 2, and (ii) of Lemma 2.1. Let \( Y(u), u = 1, 2, \ldots, k(lq - 1) \) be defined by:

\[
Y(u) = \begin{cases} \sum_{t=1}^{k(i)} \alpha_v(n(i), t) \varepsilon_t & u = k(i), \ i = 0, 1, \ldots, lq - 1, \\ \varepsilon_u & \text{otherwise}. \end{cases}
\]

Then \( Y(k(i)) = Z_n(n(i)) = \sum_{t=1}^{k(i)} \alpha_v(n(i), t) \varepsilon_t, \ i = 0, 1, \ldots, lq - 1 \), and \( \{Y(u)\}_{u=1}^{k(lq - 1)} \) and

\[
19
\]
\{e_t\}_{t=1}^{k(lq-1)} satisfy conditions of (ii) of Lemma 2.1. It follows that:

\[
\Pr \left( \sum_{i=0}^{q-1} Z_t^2(n(i)) < \beta \right) \leq \Pr \left( \bigcap_{i=0}^{q-1} \left\{ Z_t^2(n(i)) < \beta \right\} \right) = \Pr \left( \bigcap_{i=0}^{q-1} \left\{ -\sqrt{\beta} < Y(k(i)) < \sqrt{\beta} \right\} \right) \leq \frac{2K\sqrt{\beta}}{\alpha v(n(lq-1), k(lq-1))} \Pr \left( \bigcap_{i=0}^{q-2} \left\{ -\sqrt{\beta} < Y(k(i)) < \sqrt{\beta} \right\} \right) \leq \text{const} \beta^{1/2},
\]

which proves (A.6). The rest of the proof of (A.5) is obvious from the same argument as in the proof of Theorem 2.1. To obtain (2.8) and (2.11), it is sufficient to check uniform integrability of \(\sqrt{n}(\theta_n - \theta')\) (see Serfling, 1980, pp.13-14). We note that \(\|e_t^{(1)}(\theta')\|\) and \(\|\sqrt{n}e_t^{(1)}(\theta')\|\) have finite moments of all orders from (b) of Assumption 2 because, under the model (2.12), \(e_t(\theta') = e_t\) for \(t \geq 1\) and \(\{e_t(\theta')e_t^{(1)}(\theta')\}\) is a sequence of martingale differences. Using this and the same argument as in the proof of Theorem 2.1, the uniform integrability is satisfied, which proves (2.8) and (2.11).

**Proof of Lemma 2.1:**

(i) Let the joint probability distributions of \((X_1, \ldots, X_n)\) and \((Y_1, \ldots, Y_n)\) be \(f_{1,\ldots,n}\) and \(g_{1,\ldots,n}\), respectively, \(x = (X_1, X_2, \ldots, X_n)'\), \(Y = (Y_1, Y_2, \ldots, Y_n)'\), \(A\) is an \(n \times n\) upper triangular matrix such that \((i,j)\) element is \(a_{ij}\) and \(a_{ij} = 0\), \(i > j\), \(y = A x\), and \(x = A^{-1} y = (v_1(Y_1, \ldots, Y_n), v_2(Y_2, \ldots, Y_n), \ldots, v_n(Y_n))'\). Then \(\det(A) = \prod_{i=1}^{n} a_{ii}\) and \(g_{1,\ldots,n}(y_1, \ldots, y_n) = f_{1,\ldots,n}(v_1(y_1, \ldots, y_n), v_2(y_2, \ldots, y_n), \ldots, v_n(y_n))||\prod_{i=1}^{n} a_{ii}|^{-1}\). Therefore, let the joint probability distributions of \((X_2, \ldots, X_n)\) and \((Y_2, \ldots, Y_n)\) be \(f_{2,\ldots,n}\) and \(g_{2,\ldots,n}\), we have:

\[
\Pr(Y_1 \in C_1, Y_2 \in C_2, \ldots, Y_n \in C_n) = \int_{C_1} \cdots \int_{C_n} g_{1,\ldots,n}(y_1, \ldots, y_n) dy_1 \cdots dy_n = \int_{C_1} \cdots \int_{C_n} f_{1,\ldots,n}(v_1(y_1, \ldots, y_n), v_2(y_2, \ldots, y_n), \ldots, v_n(y_n)) dy_1 \cdots dy_n \prod_{i=1}^{n} a_{ii}^{-1}
\]

\[
\times f_{2,\ldots,n}(v_2(y_2, \ldots, y_n), \ldots, v_n(y_n)) dy_{n+1} \cdots dy_n = K|\alpha_1|^{-1} (c_1 - c_1) \int_{C_1} \cdots \int_{C_n} f_{2,\ldots,n}(v_2(y_2, \ldots, y_n), \ldots, v_n(y_n)) dy_{n+1} \cdots dy_n \prod_{i=2}^{n} a_{ii}^{-1}
\]

\[
= K|\alpha_1|^{-1} (c_1 - c_1) \Pr(Y_1 \in C_1, Y_2 \in C_2, \ldots, Y_n \in C_n).
\]

We note that the equalities follow from the fact that:

\[
A = \begin{pmatrix} a_{11} & A_{12} \\ 0 & A_{22} \end{pmatrix}, \quad A^{-1} = \begin{pmatrix} a_{11}^{-1} & -a_{11}^{-1}A_{12}A_{22}^{-1} \\ 0 & A_{22}^{-1} \end{pmatrix},
\]

and \((X_2, \ldots, X_n)' = A_{22}^{-1}(Y_2, \ldots, Y_n)' = (v_2(Y_2, \ldots, Y_n), \ldots, v_n(Y_n))'\), where \(A_{12}\) is \(1 \times (n-1)\) matrix and \(A_{22}\) is \((n-1) \times (n-1)\) matrix.

(ii) Similarly to the proof of (i), let the joint probability distributions of \((X_1, \ldots, X_n)\) and \((Y_1, \ldots, Y_n)\) be \(f_{1,\ldots,n}\) and \(g_{1,\ldots,n}\), respectively. Then \(g_{1,\ldots,n}(y_1, \ldots, y_n) = f_{1,\ldots,n}(v_1(y_1, \ldots, y_n), v_2(y_2, \ldots, y_n), \ldots, v_n(y_n))||\prod_{i=1}^{n} a_{ii}|^{-1} = \]
\[ f_1(v_1(y_2, \ldots, y_n)) \cdots f_1(v_n(y_n)) \prod_{i=1}^n a_{ii}^{-1}. \text{ Therefore:} \]

\[
\begin{align*}
\Pr(Y_i &\in C_i, Y_j \in C_{j}, \ldots, Y_k \in C_{k}) \\
= &\int_{C_i} \cdots \int_{C_k} \int_{\mathbb{R}^{n-1}} f_1(v_1(y_2, \ldots, y_n)) \cdots f_1(v_n(y_n)) \prod_{i=1}^n a_{ii}^{-1} \\
&= \int_{C_i} \cdots \int_{C_k} \int_{\mathbb{R}^{n-1}} f_1(v_1(y_1, \ldots, y_n)) \cdots f_1(v_n(y_n)) \prod_{i=1}^n a_{ii}^{-1} \\
&= \int_{C_i} \cdots \int_{C_k} \int_{\mathbb{R}^{n-1}} f_1(v_1(y_1, \ldots, y_n)) \cdots f_1(v_n(y_n)) \prod_{i=1}^n a_{ii}^{-1} \\
&\leq K[a]^{-1} (c'_1 - c_1) \int_{C_i} \cdots \int_{C_k} \int_{\mathbb{R}^{n-1}} f_1(v_1(y_1, \ldots, y_n)) \cdots f_1(v_n(y_n)) \prod_{i=2}^n a_{ii}^{-1} \\
&= K[a]^{-1} (c'_1 - c_1) \Pr(Y_i \in C_i, Y_j \in C_{j}, \ldots, Y_k \in C_{k}),
\end{align*}
\]

where the last equality follows from \( f_1(v_2(y_2, \ldots, y_n)) \cdots f_1(v_n(y_n)) \prod_{i=2}^n a_{ii}^{-1} = f_2 \cdots f_n(y_2, \ldots, y_n, v_n(y_n)) \prod_{i=2}^n a_{ii}^{-1} = g_2 \cdots g_n(y_2, \ldots, y_n). \)

**Appendix B**

To prove the asymptotic results in Section 3, let \( S_{\epsilon}(\delta) = \sum_{i=1}^n \epsilon_i^2(\delta)/(2\sigma_0^2), S_n(\delta) = \sum_{i=1}^n u_i^2(\delta)/(2\sigma_0^2), u_i(\delta) = \sum_{k=0}^{\infty} \pi_k(\delta) \epsilon_{i-k}, v_i = \sum_{k=0}^{\infty} \psi_k(\delta) \epsilon_{i-k} \), and \( I(\delta) = E[u_i(\delta) u_i(\delta') + u_i(\delta) u_i(\delta')'] \), where \( \{\epsilon_i\}_{i=1}^\infty \) is iid \( (0, \sigma_0^2) \) and \( E[\epsilon_i]^r < \infty \) for all positive integers \( r \). Then \( \hat{\delta} \) minimizes \( S_{\epsilon}(\delta) \), \( I(\delta) \) is continuous on \( \delta \), and \( I(\delta^0) = E[u_i(\delta^0) u_i(\delta^0') \delta^0'] \). Furthermore, by Lemmas 7, 8, and 9 of Katayama (2006):

\[
\begin{align*}
\sup_{\delta \in D} \left\| \int_{\mathbb{R}} \frac{1}{n} \sum_{i=1}^n \epsilon_i(\delta) \epsilon_i(\delta') - \frac{1}{n} \sum_{i=1}^n u_i(\delta) u_i(\delta') \right\|_{\infty} \rightarrow 0, \tag{A.7}
\end{align*}
\]

\[
\sup_{\delta \in D} \left\| \frac{1}{n} \sum_{i=1}^n u_i(\delta) u_i(\delta') - E \left[u_i(\delta) u_i(\delta') \delta^0 \right] \right\| \rightarrow 0,
\]

as \( n \to \infty \), where \( (i, j) = (1, 0), (1, 1), \) and \( (2, 0) \).

**Proof of (3.11):**

We prove (3.11) by using Corollary 2.1. First, as we noted in Section 2, the conditions of (2.3a) and (2.3b) can be replaced by the strong consistency of CSS (NLS) estimators \( \hat{\delta} \). (3.8) and (3.9) hold, and \( I(\delta^0) \) is positive definite. On the conditions of (2.5) and (2.6), let:

\[
\begin{align*}
\tilde{I}_n(\delta^0) = \frac{1}{n \sigma_0^2} \sum_{i=1}^n \epsilon_i(\delta^0) \epsilon_i(\delta^0'), \quad \text{and} \quad \tilde{R}_n(\delta^*) = S(\delta^*) - \tilde{I}_n(\delta^*), \tag{A.8}
\end{align*}
\]

where
where \(\|\delta^* - \delta^0\| \leq \|\tilde{\delta} - \delta^0\|\). Then, by (A.7), we obtain:

\[
\sup_{\delta \in D_l} \left| S^{(2)}_z(\delta) - I(\delta) \right| \leq \sup_{\delta \in D_l} \left| S^{(2)}_z(\delta) - S^{(2)}_{u_\delta}(\delta) \right| + \sup_{\delta \in D_l} \left| S^{(2)}_{u_\delta}(\delta) - I(\delta) \right| \xrightarrow{n \to \infty} 0, \tag{A.9}
\]

\[
\left| \tilde{I}_n(\delta^0) - I(\delta^0) \right| \leq \sup_{\delta \in D_l} \left| \frac{1}{n\sigma_0^2} \sum_{i=1}^n \varepsilon_i(\delta) \varepsilon_i(\delta)' - \frac{1}{n\sigma_0^2} \sum_{i=1}^n a_{i}(\delta) a_{i}(\delta)' \right| + \sup_{\delta \in D_l} \left| \frac{1}{n\sigma_0^2} \sum_{i=1}^n a_{i}(\delta) a_{i}(\delta)' - I(\delta) \right| \overset{a.e.}{\to} 0,
\]

\[
\left| S^{(2)}_{u_\delta}(\delta^*) - I(\delta^0) \right| \overset{a.e.}{\to} 0, \quad \text{and} \quad \left| \tilde{R}_n(\delta^*) \right| = \left| S^{(2)}(\delta^*) - \tilde{I}_n(\delta^0) \right| \xrightarrow{a.e.} 0,
\]
as \(n \to \infty\). It follows that conditions of (2.5) and (2.6) are satisfied. The conditions of (2.13) and (2.14) are satisfied by (3.9) and \(I_n(\delta^0) \overset{a.e.}{\to} I(\delta^0)\). Finally, (c) of Assumption 2 is satisfied by (a) of Assumption 3. Hence all conditions of Corollary 2.1 are satisfied, which proves (3.11).

**Proof of (3.12):**

From the RHS of (3.12):

\[
\sum_{j=h}^{n+h-1} \psi_j(\tilde{\delta}) \tilde{\varepsilon}_{n+h-j} = \sum_{j=1}^{n} \psi_{j+h-1}(\tilde{\delta}) \tilde{\varepsilon}_{n+1-j} = \sum_{j=1}^{n} \left\{ \sum_{i=0}^{j-1} \psi_{j-i+h-1}(\tilde{\delta}) \pi_i(\tilde{\delta}) \right\} y_{n+1-j}. \tag{A.10}
\]

where the last equation follows from \(\sum_{j=0}^{n} \sum_{i=0}^{j} a_{i,j} = \sum_{j=0}^{n} \sum_{i=0}^{j} a_{i,j-i} \). Since \(\sum_{i=0}^{j} \psi_{j-i}(\tilde{\delta}) \pi_i(\tilde{\delta}) = 0 \) for \(j > 0\), we have \(\sum_{i=0}^{j} \psi_{j-i}(\tilde{\delta}) \pi_i(\tilde{\delta}) = 0 \) for \(j > 0\). Hence, putting \(\tilde{\pi}_i = \pi_i(\tilde{\delta})\) and \(\tilde{\psi}_i = \psi_i(\tilde{\delta})\):

\[
\sum_{i=0}^{j} \tilde{\psi}_{j-i+h-1}(\tilde{\pi}_i) = \sum_{i=0}^{j+h-1} \tilde{\psi}_{j+i-h-1}(\tilde{\pi}_i) - \sum_{i=0}^{j} \tilde{\psi}_{j-i}(\tilde{\pi}_i) = - \sum_{i=0}^{h-1} \tilde{\psi}_{j-i}(\tilde{\pi}_i) = - \sum_{i=0}^{h-1} \tilde{\psi}_{j+i-h-1}(\tilde{\pi}_i).
\]

Substituting the RHS of the above equation for the RHS of (A.10), we obtain the result.

**Proof of Theorem 3.1:**

First, we will show that \(E[R_{1,n}]^2 = O(n^{-1})\) uniformly in \(\delta^* \in D_l \times D_l, l = 1, 2, 3\). Let \(\beta(z) = 1, \delta^* = d^*, \text{ and } \tilde{\delta}, \tilde{d} \in D_3\). Then, by the Cauchy–Schwarz inequality, we have:

\[
E[R_{1,n}]^2 \leq \left( E \left| \tilde{\delta} - \tilde{d} \right| \right)^2 \left( E \left( \sum_{j=1}^{n} c_j^{(2)}(h, d^*) y_{n+1-j} \right)^2 \right)^{1/2}.
\]

By Yajima (1985, (7)):

\[
(n + 1)^{\alpha - 1} \leq \frac{\Gamma(n + \alpha)}{\Gamma(n + 1)} \leq n^{\alpha - 1}, \quad \text{for } 0 \leq \alpha \leq 1, \text{ and } n = 1, 2, \ldots,
\]

and Lemma 3.2, there exists \(a_j(\alpha)\), which does not depend on \(d^*\) and satisfies \(\sup_{\delta \in D_3} |c_j^{(2)}(h, d^*)| \leq a_j(\alpha)\), for \(j \geq 1\) and \(a_j(\alpha) = O((\log j)^{j-1/2-\alpha})\). It follows by the Cauchy–Schwarz inequality that:

\[
E \left( \sum_{j=1}^{n} \frac{\partial^{2} c_j(h, d^*)}{\partial d^2} y_{n+1-j} \right)^4 \leq E \left( \sum_{j=1}^{n} a_j(\alpha) y_{n+1-j} \right)^4 \leq \left[ \sum_{j=1}^{n} a_j(\alpha) E[y_{n+1-j}]^4 \right]^{1/4}.
\]

The RHS of the above equation is \(O((\log n)^4 n^{2-4\alpha})\) because \(\{y_k\}\) has finite moments of all orders. Since \(E|\tilde{\delta} - \tilde{d}|^4 = O(n^{-4})\) by (3.11) and \(\alpha \in (0, 1/4)\), we have \(E[R_{1,n}]^2 = O(n^{-1})\). The cases
of $D_1$ and $D_2$ can be obtained similarly because the order of sequences corresponding to $a_j(\alpha)$ is $o((\log j)^2 j^{-1/2-\alpha})$. The case of the ARFISMA$(p, d, q)$ model can be obtained similarly because coefficients of partial derivatives consisting of $\beta$ are absolutely summable and decay exponentially.

For the first term of the RHS of (3.16), we have:

$$
\sum_{j=1}^{n} c^{(1)}_{j} (h, \delta^0) y_{n+1-j} = \sum_{j=0}^{n-1} \sum_{k=0}^{j} c^{(1)}_{k+1} (h, \delta^0) \psi_{j-k} (\delta^0) \varepsilon_{n-j} = \sum_{j=0}^{n-1} \varphi_j (h, \delta^0) \varepsilon_{n-j},
$$

$$
\varphi_j (h, \delta^0) = \varphi_{j+1} (h-1, \delta^0) - \psi_{j-1} (\delta^0) + \psi_{j} (\delta^0) \delta_{j+1} = - \delta_{j+1} - \sum_{k=0}^{j-1} \psi_{j-k} (\delta^0) \delta_{j+k} = - \sum_{k=0}^{j} \psi_{k} (\delta^0) \delta_{j+k},
$$

for $h \geq 2$, and $\varphi_j (h, \delta^0) = O(j^{-1})$, as $j \to \infty$, where we have used equation (A5.2.4) in Box and Jenkins (1976), $\delta_j = O(j^{-1})$, as $j \to \infty$, and the fact that $\sum_{j=0}^{n-1} \pi_k (\delta) \psi_{j-k} (\delta) = 0$ for $j \geq 1 = 1$ for $j = 0$. $\delta_j = \sum_{k=0}^{j-1} \pi_k (\delta) \psi_{j-k} (\delta^0)$, $j \geq 1$, similarly to Chung and Baille (1993, p.804). It follows that, as $n \to \infty$, $\sum_{j=0}^{n-1} \varphi_j (h, \delta^0) \varepsilon_{n-j} = O_p(1)$ and has bounded moments for all orders.

Furthermore, from (3.8) and (3.11), we have, as $n \to \infty$, $[(\delta - \delta^0) \sum_{j=0}^{n-1} \varphi_j (h, \delta^0) \varepsilon_{n-j}]^2 = O_p(1/n)$, $E[(\delta - \delta^0) \sum_{j=0}^{n-1} \varphi_j (h, \delta^0) \varepsilon_{n-j}]^2 = O(1/n)$, and, by the fact that $E[R_{1,n}]^2 = o(n^{-1/2})$:

$$
E \left[ \mathbb{\hat y}_n (h) - y_n (h) \right]^2 = E \left[ \sum_{j=0}^{n-1} \varphi_j (h, \delta^0) \varepsilon_{n-j} \right]^2 + o \left( \frac{1}{n} \right).
$$

(A11)

Following from (3.8) and the Taylor expansion around $\hat \delta = \delta^0$, there exists $n_0 > 0$ such that, for all $n > n_0$, $S^{(1)}_\epsilon (\delta_\hat \theta) = 0 = S^{(2)}_\epsilon (\delta^0) + I(\delta^0) (\delta - \delta^0) + \{S^{(2)}_\epsilon (\delta^0) - I(\delta^0) \} (\delta - \delta^0)$, almost certainly, where $||\delta^* - \delta^0|| \leq ||\delta - \delta^0||$. It follows that:

$$
\hat \delta - \delta^0 = - I(\delta^0)^{-1} S^{(2)}_\epsilon (\delta^0) + R_{2,n},
$$

(A12)

where $R_{2,n} = - I(\delta^0)^{-1} \{S^{(2)}_\epsilon (\delta^0) - I(\delta^0) \} (\delta - \delta^0)$, and $|R_{2,n}| = o_p(1/\sqrt{n})$ by (A.7). Furthermore, since $S^{(2)}_\epsilon (\delta^0)$ and $\sqrt{n}(\hat \delta - \delta^0)$ have finite moments of all orders, using Lemma A (ii) and Lemma C (i) of Serfling (1980, pp.13-15), $E|R_{2,n}|^r = o(n^{-r/2})$ uniformly in $\delta^* \in D_\delta$, for $r \geq 2$, as $n \to \infty$.

Combining (A.11) and (A.12), $E[\mathbb{\hat y}_n (h) - y_n (h)]^2$ is given by, as $n \to \infty$:

$$
E \left[ \mathbb{\hat y}_n (h) - y_n (h) \right]^2 = \frac{1}{n^2 \sigma^2} E \left[ \sum_{j=0}^{n-1} \varphi_j (h, \delta^0) \varepsilon_{n-j} \right]^2 + o \left( \frac{1}{n} \right),
$$

(A13)

where we have used $S^{(1)}_\epsilon (\delta^0) = \sum_{j=0}^{n-1} \delta^0 \varepsilon_{n-j} + (n\sigma^2)$). We note that, as $j \to \infty$, $\varphi_j (h, \delta^0) = O(j^{-1})$, $\delta_j = O(j^{-1})$ and, as $n \to \infty$, $E[S^{(1)}_\epsilon (\delta^0) S^{(1)}_\epsilon (\delta^0)] \sim I(\delta^0)/n$. Hence we obtain the result by (3.15a) of Lemma 3.1 and (A.13).

**Proof of Corollary 3.1:**

Although the result in (3.18) follows from Theorem 3.1, we present a direct proof since $y_{n+1} - \mathbb{\hat y}_n (1)$ is treated as a residual. Similar to the proof of Theorem 3.1 of Tanaka (1999), by a Taylor expansion around $\hat \delta = \delta$, we have:

$$
y_{n+1} - \mathbb{\hat y}_n (1) = \sum_{j=0}^{n} \pi_j (\hat \delta) y_{n+1-j} = \varepsilon_{n+1} + \sum_{j=1}^{n} \delta_j (\hat \delta - \delta^0) \varepsilon_{n+1-j} + R_{3,n},
$$

where $E[R_{3,n}]^2 = o(1/n)$ by the same reasoning as $R_{1,n}$ in the proof of Theorem 3.1. Similarly to (A.11)-(A.13), we have, as $n \to \infty$.

$$
E \left[ \mathbb{\hat y}_n - \mathbb{\hat y}_n (1) \right]^2 \sim \sigma^2_0 + \frac{2}{n} \sum_{j=1}^{n} \delta_j (\hat \delta - \delta^0) \sim \sigma^2_0 \left[ 1 + \frac{2}{n} \left( I(\delta^0)^{-1} I(\delta^0) \right) \right] = \sigma^2_0 \left( 1 + \frac{1 + p + q}{n} \right),
$$

where we have used the fact that $\sum_{j=1}^{\infty} \delta_j = I(\delta^0)$. 
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Proof of convergence of moments of $\hat{\delta}$ and $\hat{\beta}$ for the model (3.19) with $\theta = c/\sqrt{n}$:

Note that, by (3.9) and (3.10), $\{\delta_k\}$ does not depend on $d$ and hence $I(\delta^0)$ and $\{\delta_k\}$ are fixed matrices. Therefore $\varepsilon_i = \psi_i(\delta^0) = \varepsilon_i(\delta^0) = \xi_i(\delta^0)$, and $u_i(\delta^0)$ for $i = 1, 2$ are the same as those of the model (1.1) with Assumption 3 (\theta is fixed), and the results on convergence with probability one, (A.7) and (A.9), still hold if $d$ is replaced by $d = d_0 + c/\sqrt{n}$.

First, we will show that there exists a number $n_0 > 0$, $q > r \geq 2$ and for all and $n \geq n_0$:

$$ E \left\{ \frac{1}{n} \left\| \hat{\delta}_{n,\beta}(\delta^*) \right\|_S^{-q} \right\}_S < \infty \quad \text{and} \quad E \left\| \hat{\delta}_{n,\beta} - \delta^0 \right\|_r = O(n^{-r/2}), \quad (A.14) $$

where $||\delta^* - \delta|| \leq ||\hat{\delta} - \delta||$ and $\hat{Q}^{(2)}_{n,\beta}(\delta^*) = \partial^2 S_n(\delta^*)/\partial \beta \partial \beta$. We shall consider the limiting distribution of $\sqrt{n}(\hat{\delta} - \delta^0)$. Using the same argument as in Katayama (2006, Remark 2), strong consistency of $\hat{\beta}$ is obtained, and for large $n$:

$$ \sqrt{n} \frac{\partial S_n(\hat{\delta})}{\partial \beta} = 0 = \sqrt{n} \frac{\partial S_n(\delta^0)}{\partial \beta} - c \frac{\partial^2 S_n(\delta^*)}{\partial \beta \partial \beta} + \frac{\partial^2 S_n(\hat{\delta}^*)}{\partial \beta \partial \beta} \sqrt{n}(\hat{\beta} - \beta), \quad (A.15) $$

where $||\delta^* - \delta^0|| \leq ||\hat{\delta} - \delta||$. Since (A.7) and (A.9) hold when $d$ is replaced by $d = d_0 + c/\sqrt{n}$:

$$ \tilde{I}_{n,\beta}(\delta^0) = \frac{1}{n} \sum_{n} \frac{\partial \xi_i(\delta^0)}{\partial \beta} \frac{\partial \xi_i(\delta^0)}{\partial \beta} \xi_i, \quad \tilde{I}_{n,\beta}(\delta^*) = \frac{1}{n} \sum_{n} \frac{\partial \xi_i(\delta^0)}{\partial \beta} \frac{\partial \xi_i(\delta^0)}{\partial \beta} \xi_i, \quad (A.16) $$

as $n \to \infty$. $\{\delta_k \}$ is given by (3.9) and (3.10) does not depend on $d$ and $\{\xi_i(\delta^0) \partial \xi_i(\delta^0)/\partial \beta \}$ is a sequence of martingale differences. It follows that $n^{1/2} \partial S_n(\delta^0)/\partial \beta \to N(0, \Phi)$, as $n \to \infty$, by a central limit theorem for martingale differences. See, for example, Fuller (1996, Theorem 5.3.4). Combining this, (A.15), and (A.16), we obtain

$$ \sqrt{n}(\hat{\delta} - \delta^0) = [-c \sqrt{n}(\hat{\beta} - \beta)]' \to d \left[ -c \sqrt{n}(\hat{\beta} - \beta) \right]' N(0, \Phi^{-1} \kappa, \Phi^{-1} \kappa)' $$

Now, to show (A.14), we first consider $E\left\{ \left\| \hat{Q}^{(2)}_{n,\beta}(\delta^*) \right\|_S^{-q} \right\}_S < \infty$. Let $\tilde{Z}_{i,\beta}(j) = \sum_{k=1}^{\beta \delta_{i,j}} \alpha_{\delta_{i,j}}(j, k) \xi_k$, and $\alpha_{\delta_{i,j}}(j, k) = \psi_{\beta, j_{\delta_{i,j}}}(\delta^0)/\sigma_0$. Then, substituting $\tilde{Q}^{(2)}_{n,\beta}(\delta^0)$, $\tilde{I}_{n,\beta}(\delta^0)$, $\tilde{R}_{n,\beta}(\delta^*)$, and $\tilde{Z}_{i,\beta}(j)$ into $Q^{(2)}_{\beta}(\delta^0)$, $J_n(\delta^0)$, $R_n(\delta^0)$, and $Z_n(j)$ and borrowing the other notations in the proof of Theorem 2.1, it is enough to show that:

$$ E \left\{ \inf_{\|u\|_1} \sum_{i=0}^{l-1} \hat{Z}_{i,\beta}(n(i) + j) \right\}^{-q} \leq C < \infty \quad (A.17) $$

holds for all $j = 0, \ldots, (1 - \delta)n/(lq) - 1$ and $n \geq n_0$, where $\tilde{Z}_{i,\beta}(j) = \sum_{k=1}^{\beta \delta_{i,j}} \alpha_{\delta_{i,j}}(j, k) \xi_k$. Note that, as in the proof of Corollary 2.1, we obtain $Pr(\sum_{k=1}^{\beta \delta_{i,j}} \tilde{Z}_{i,\beta}(n(i)) < \beta_j) \leq const \beta_j^{q/2}$, $\beta_j > 0$, because $\{\delta_k \}$ does not depend on $d$ and $\Phi = \sum_{k=1}^{\beta \delta_{i,j}} \delta_{i,j}^2 \tilde{u}_{i,j}$ is positive definite. The rest of the proof of (A.17) is obtained in the same way as those in the proof of (A.1) of Theorem 2.1. Next we consider $E\left\{ \left\| \hat{\beta} - \delta^0 \right\|_r \right\} = O(n^{-r/2})$ in (A.14). By $c_n$-inequality,

$$ E \left\| \hat{\beta} - \delta^0 \right\|_r \leq E \left\{ \hat{\beta}^2 + \left\| \hat{\beta} - \beta \right\|_r^2 \right\}^{r/2} \leq 2^{r/2-1} \left( \left| \kappa \right| + E \left\| \hat{\beta} - \beta \right\|_r \right) \leq 2^{r/2} \left( \left| \kappa \right| + E \left\| \hat{\beta} - \beta \right\|_r \right) \right\}^{-r/2} $$

Therefore, it is enough to show $E\left\{ \left\| \hat{\beta} - \delta^0 \right\|_r \right\} = O(n^{-r/2})$. Now, from (A.15):

$$ \sqrt{n}(\hat{\beta} - \beta) = \left\{ \hat{Q}^{(2)}_{n,\beta}(\delta^*) \right\}^{-1} \left\{ \sqrt{n} \frac{\partial S_n(\delta^0)}{\partial \beta} - c \frac{\partial^2 S_n(\delta^*)}{\partial \beta \partial \beta} \right\} $$
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For any $q' > 1$ and $n \geq n_0$:

$$
E \left\| \sqrt{n} \frac{\partial S_\varepsilon(\delta^0)}{\partial \beta} - c \left( \frac{\partial^2 S_\varepsilon(\delta^*)}{\partial \beta^2} \right) \right\|^{q'} \leq 3^{q' - 1} E \left\{ \left\| \sqrt{n} \frac{\partial S_\varepsilon(\delta^0)}{\partial \beta} \right\|^{q'} + \left\| c \kappa - c \left( \frac{\partial^2 S_\varepsilon(\delta^*)}{\partial \beta^2} \right) \right\|^{q'} + \| c \kappa \|^{q'} \right\} < \infty,
$$

by Hölder’s inequality. We have already shown that $E \| \sqrt{n} (\tilde{\beta} - \beta) \|_2^2 < \infty$ and so the conditions of uniform integrability of $\sqrt{n} (\tilde{\beta} - \beta)$ is satisfied and leads to the conclusion.

Finally, we will show (3.11) for the model (3.19) with $\theta = c/\sqrt{n}$. Namely:

$$
n E \left( \frac{\tilde{\beta} - \beta^0}{\beta} \right) (\tilde{\beta} - \beta^0)' \right) \rightarrow I(\delta^0) \quad \text{and} \quad E \left\| \frac{\tilde{\beta} - \beta^0}{\beta} \right\|^{r} = O(n^{-r/2}),
$$

for $r \geq 2$. (3.8), (3.9), and (3.10) still hold by Katayama (2006, Remark 3). Let $\hat{I}_n(\delta^0)$ and $\hat{R}_n(\delta^*)$ be defined by (A.8). $\hat{Z}_n(j) = \sum_{k=1}^j \alpha_{v,\delta}(j, k) \xi_k$, and $\alpha_{v,\delta}(j, k) = \nu' \delta_{j+k+1-k} / \sigma_0$. Then, substituting $S_\varepsilon^2(\delta^*)$, $\hat{I}_n(\delta^0)$, $\hat{R}_n(\delta^*)$, and $\hat{Z}_n(j)$ into $Q_n^2(\theta^0)$, $I_n(\theta^0)$, $R_n(\theta^*)$, and $Z_n(i)$ and borrowing the other notations in the proof of Theorem 2.1, it is enough to show that:

$$
E \left[ \inf_{||\mu|| = 1} \sum_{i=1}^{l_q-1} \left( \frac{\xi_i}{||\mu||} \right)^2 \right] \leq C < \infty
$$

holds for all $j = 0, \ldots, (1 - \delta)n/(l_q - 1)$ and $n \geq n_0$, where $\hat{Z}_n(j) = \sum_{k=1}^j \alpha_{v,\delta}(j, k) \xi_k$, and $\alpha_{v,\delta}(j, k) = \nu' \delta_{j+k+1-k} / \sigma_0$. Since $\{ \delta_j \}$ does not depend on $d$ and $I(\delta^0) = \sum_{j=1}^\infty \delta_j^2$ is positive definite, we can use the same lines of the proof of Corollary 2.1. Namely, there exists $k(i) (i = 0, 1, \ldots, n(i) - 1)$ such that $k(i) = \max \{|k| \alpha_{v,\delta}(n(i), k)| > 0; k = n(i) - 1 + 1, \ldots, n(i) \}$ for $i = 1, \ldots, l_q - 1$ and $k(0) = \max \{|k| \alpha_{v,\delta}(n(0), k)| > 0; k = n, 1, \ldots, n(0) \}$. Then $\hat{Z}_n(n(i)) = \sum_{i=1}^{k(i)} \alpha_{v,\delta}(n(i), k) \xi_k$. From this, (a) of Assumption 3 and (ii) of Lemma 2.1, we obtain $\Pr(\sum_{n=1}^{l_q-1} \hat{Z}_n(n(i)) < \beta_n) \leq \text{const.} n^{-l/2}$, $\beta_n > 0$. The rest of the proof of (A.20) for the model (3.19) with $\theta = c/\sqrt{n}$ is obtained by the same way as those in the proof of Theorem 2.1. Since $I(\delta^0) = \sum_{j=1}^\infty \delta_j^2$ is positive definite and $\{ \xi(\delta^0) \xi(\delta^0) \}$ is a sequence of martingale differences, $|| \xi(\delta^0) ||$ and $|| \sqrt{n} S_\varepsilon^2(\delta^0) ||$ have finite moments of all orders. It follows that the uniform integrability in the proof of Theorem 2.1 is satisfied, which proves (A.19).

**Proof of Theorem 3.2:**

Using the same argument as in (A.11) and (A.14), as $n \to \infty$:

$$
E \left[ \hat{y}_n(h) - y_n(h) \right]^2 = E \left[ \sum_{j=0}^{n-1} \varphi_j(h, \delta^0)' (\tilde{\beta} - \beta^0) \xi_{n-j} - j \right]^2 + o \left( \frac{1}{n} \right).
$$

The first term of the RHS of (A.21) is:

$$
\sum_{j=0}^{n-1} \sum_{k=0}^{n-j} \varphi_j(h, \delta^0)' E \left[ \left( \frac{\nu^2/\sqrt{n} - e(\tilde{\beta} - \beta)'/\sqrt{n}}{\tilde{\beta} - \beta} (\tilde{\beta} - \beta)' \right) \xi_{n-j} \xi_{n-k} \right] \varphi_k(h, \delta^0).
$$

Similar to (A.12), we can rewrite (A.15) as:

$$
\tilde{\beta} - \beta = -\Phi^{-1} \left\{ \frac{\partial S_\varepsilon(\delta^0)}{\partial \beta} - \frac{1}{\sqrt{n}} \sigma \right\} + R_{4,n},
$$

where:

$$
R_{4,n} = -\Phi^{-1} \left\{ \left( \frac{\partial^2 S_\varepsilon(\delta^*)}{\partial \beta^2} - \Phi \right) (\tilde{\beta} - \beta) + \left( \kappa - \frac{\partial^2 S_\varepsilon(\delta^*)}{\partial \beta^2} \right) \frac{c}{\sqrt{n}} \right\}.
$$
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and $E||R_{i,n}||^r = o(n^{-r/2})$ by (A.14) and (A.16). The first term of the RHS of (A.23) is:

$$-\Phi^{-1} \left[ \frac{1}{n \sigma^2_\theta} \sum_{t=0}^{n-2} \sum_{k-t}^{n-1} \delta_{k,\beta} \xi_{n-t-k} \xi_{n-t} - \frac{1}{\sqrt{n}} \kappa \right].$$

(A.24)

Substituting (A.24) for $(\bar{\beta} - \beta)$ in (A.22), by Lemma 3.1 and Lemma 3.2, (A.22) demonstrates the second term of the RHS of (3.21) and concludes the proof.

**Proof of Corollary 3.2:**

Using the same argument as in the proof of Theorem 3.1 and (A.19), we find that Theorem 3.1 still holds if the model (1.1) is replaced by the model (3.19) and $\theta = c/\sqrt{n}$.

To make a comparison between $\widehat{y}_n(h)$ and $\widehat{y}_n(h)$ from $\text{ARE}[\widehat{y}_n(h), \widehat{y}_n(h)]$, let $v$ be a fixed $(p+q+1)$-vector. Then we have:

$$v' I(\delta^0)^{-1} v - v' \Gamma v = v' (I(\delta^0)^{-1} - \Gamma) v = (\omega^2 - c^2) \left[ v' \left( -\frac{1}{\Phi_1^{-1}} \kappa \right) \right]^2.$$

It follows that the sign of the above equation depends on $\omega^2 - c^2$, which yields the corollary.

**Proof of Corollary 3.3:**

The result in (3.24) is obtained similarly to the proofs of Corollary 3.1 and Theorem 3.2. Using a Taylor series approximation, we have, as $n \to \infty$:

$$E \left[ y_{n+1} - \widehat{y}_n(1) \right]^2 \sim \sigma^2_\theta + \frac{\sigma^2_\theta}{n} \sum_{j=1}^{n} \delta_j^{\prime} \Gamma \delta_j \sim \sigma^2_\theta \left\{ 1 + \frac{\text{tr}(\Gamma I(\delta^0) \Gamma)}{n} \right\} = \sigma^2_\theta \left( 1 + \frac{p + q + c^2/\omega^2}{n} \right),$$

where we have used the fact that $\sum_{j=1}^{\infty} \delta_j^{\prime} \delta_j = I(\delta^0)$.  
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Omitted proofs A (omitted proofs relating to Section 2)

O.1 On the conditions of Assumption 2 (p.5)

O.1.1 Moments conditions

We establish (c) in Assumption 1 and (2.10) from (b) of Assumption 2.

Let \( \mathbf{x} = (x_1, x_2, \ldots, x_p)^T \) be a random vector. Then we have \( \mathbb{E}\|\mathbf{x}\|^q = \mathbb{E}[\mathbf{x}^T \mathbf{x}] = \mathbb{E}[\sum_{i=1}^p x_i^2] \leq p^{q-1} \sum_{i=1}^p \mathbb{E}[x_i^{2q}] \) for \( q > 1 \) because \( (\sum_{i=1}^p |x_i|^q)^{1/q} \leq p^{q-1} \sum_{i=1}^p |x_i|^q \) for \( q > 1 \) by Hölder’s inequality. We therefore consider the case of \( p = 1 \) for simplicity because the case of \( p > 1 \) can be obtained similarly.

To show that (c) in Assumption 1 is satisfied, by Lyapunov’s inequality, it is sufficient to show that \( \mathbb{E}\left[\frac{\sum_{j=1}^t d_j(\theta^0)^2 |\xi_{t-j}|}{r} \right] < \infty \) where \( r \) is any positive integer. We note that when \( \sum_{j=1}^\infty |a_j| \) is convergent, \( \sum_{j=1}^\infty |a_j|^{1+\delta} \) is convergent for \( \delta \geq 0 \). (Proof: Since \( \sum_{j=1}^\infty |a_j| \) is convergent, there exists \( m \) such that \( |a_j| < 1 \) for all \( j > m \). Thus we have \( \sum_{j=1}^\infty |a_j|^{1+\delta} = \sum_{j=1}^m |a_j|^{1+\delta} + \sum_{j=m+1}^\infty |a_j|^{1+\delta} \leq \sum_{j=1}^m |a_j|^{1+\delta} + \sum_{j=m+1}^\infty |a_j| < \infty \) because \( |a_j|^{1+\delta} \leq |a_j| \) for all \( j > m \). Hence we obtain \( \sum_{j=1}^\infty |d_j(\theta^0)|^{2+\delta} < \infty \) by (2.14). Since \( \{\xi_t\} \) is i.i.d \((0, \sigma_0^2)\) and \( \mathbb{E}[\xi_i^2] < \infty \) for all positive integers \( r \):

\[
\mathbb{E}\left[\sum_{j=1}^r |d_j(\theta^0)|^{2+\delta} |\xi_{t-j}|^r \right] \leq \text{const} \left( \sum_{k=2}^{2r} \sum_{j=1}^r |d_j(\theta^0)|^{k} \right)^r < \infty, \quad \text{for any } t > 2, \quad (O.1)
\]

which demonstrates (c) in Assumption 1 for the case of \( p = 1 \).

Next, we establish (2.10) from (b) of Assumption 2. Let \( Z_t = \xi_t \sum_{j=1}^{t-1} d_j(\theta^0) \xi_{t-j} \). Then \( \mathbb{E}[Z_t] = 0, \mathbb{E}[Z_t Z_s] = 0 \) for \( t \neq s, \mathbb{E}[Z_t^r] < \infty \) for all positive integers \( r \) by (O.1), and

\[
\mathbb{E}\left[\frac{\sum_{t=1}^n \xi_t \sum_{j=1}^{t-1} d_j(\theta^0) \xi_{t-j}}{\sqrt{n}} \right]^{2r} = \frac{1}{n^{r-1}} \sum_{t=2}^{2r} \mathbb{E}\left[Z_t \cdots Z_{t+2r} \right] \leq \text{const} \frac{1}{n^r} \sum_{t=2}^{2r} \sum_{t_2, \ldots, t_r} 1 < \infty, \quad (O.2)
\]

which establishes (2.10) for the case of \( p = 1 \).

O.1.2 Asymptotic normality

We establish (2.7) from Assumption 2. Since:

\[
\sqrt{n} \frac{\partial Q_n(\theta)}{\partial \theta} = \frac{1}{\sqrt{n} \sigma_0} \sum_{t=1}^n \varepsilon_t \sum_{j=1}^{t-1} d_j(\theta^0) \varepsilon_{t-j} = \frac{1}{\sqrt{n} \sigma_0} \sum_{j=1}^{t-1} d_j(\theta^0) \varepsilon_{t-j} + o_p(1)
\]

\[
= \frac{1}{\sqrt{n} \sigma_0} \sum_{t=1}^n \varepsilon_{t+2} \sum_{j=1}^{t+1} d_j(\theta^0) \varepsilon_{t+2-j} + o_p(1) = \frac{1}{\sqrt{n} \sigma_0} \sum_{t=1}^n \varepsilon_{t+2} \sum_{j=1}^{t+1} d_j(\theta^0) \varepsilon_{t+2-j} + o_p(1),
\]

as \( n \to \infty \), where \( \varepsilon_t = \varepsilon_{t+2} \) and \( \{\varepsilon_t\}_{t=1}^\infty \) is iid \((0, \sigma_0^2)\). It is sufficient to show that:

\[
S_n = \sum_{t=1}^n Z_t \overset{d}{\to} N(0, \chi p ) \lambda, \quad \text{as } n \to \infty, \quad (O.3)
\]

by the Cramér–Wold device, where \( p \) is a \( p \times p \) identity matrix, \( \lambda \) is a fixed vector,

\[
Z_t = \frac{1}{\sqrt{n} \sigma_0} \chi p (\theta^0)^{-1/2} \left( \sum_{j=1}^{t+1} d_j(\theta^0) \varepsilon_{t-j} \right) \chi.
\]

by the Cramér–Wold device, where \( p \) is a \( p \times p \) identity matrix, \( \lambda \) is a fixed vector.
and $\mathbf{I}(\boldsymbol{\theta})^{1/2}$ is a $p \times p$ lower triangular matrix defined by $\mathbf{I}(\boldsymbol{\theta}) = \mathbf{I}(\boldsymbol{\theta})^{1/2} \{\mathbf{I}(\boldsymbol{\theta})^{1/2}\}'$. Since the case of $\lambda = 0$ is obvious, we consider the case of $\lambda \neq 0$.

To prove (O.3), we use a central limit theorem for martingale differences. Let $\{Z_m|0 \leq t \leq n, n \geq 1\}$ denote a triangular array of random variables defined on the probability space $(\Omega, \mathcal{A}, P)$, and let $\mathcal{A}_n \ (0 \leq t \leq n, n \geq 1)$ be the sigma field generated by $\{Z_m|0 \leq j \leq t\}$. Then $\mathcal{A}_{n-1,n}$ is contained in $\mathcal{A}_n$, $Z_m$ is $\mathcal{A}_{n-1,n}$-measurable and $E[Z_m|\mathcal{A}_{n-1,n}] = 0$ a.e. for $1 \leq t \leq n$. Therefore, we prove (O.3) by showing that conditions (a) of Prakash Rao (1987, Proposition 1.7.14) hold. Let:

$$V_n^2 = \sum_{t=1}^{n} E[Z_m^2|\mathcal{A}_{t-1,n}] = \frac{1}{n \sigma_0^2} \sum_{t=1}^{n} \lambda' \mathbf{I}(\boldsymbol{\theta})^{-1/2} \left\{ \sum_{j=1}^{r} d_j(\boldsymbol{\theta}) \mathbf{d}_h(\boldsymbol{\theta})' v_{t-j} v_{t-k} \right\} \mathbf{I}(\boldsymbol{\theta})^{-1/2} \lambda,$$

and $s_n^2 = E[V_n^2] = \frac{1}{n} \sum_{t=1}^{n} \lambda' \mathbf{I}(\boldsymbol{\theta})^{-1/2} \left\{ \sum_{j=1}^{r} d_j(\boldsymbol{\theta}) \mathbf{d}_j(\boldsymbol{\theta})' \right\} \mathbf{I}(\boldsymbol{\theta})^{-1/2} \lambda$.

By (b) of Assumption 2, we have, as $n \to \infty$:

$$V_n^2 \overset{p}{\to} \lambda' \lambda > 0, \quad s_n^2 \to \lambda' \lambda, \quad \text{and} \quad V_n^2/s_n^2 \overset{p}{\to} 1.$$

Hence condition (ii) of (a) of Prakash Rao (1987, Proposition 1.7.14) is satisfied. Now for any $\epsilon > 0$ and $\delta > 0$:

$$s_n^{-2} \sum_{t=1}^{n} E[Z_m^2|\{Z_m|Z_m \geq \epsilon s_n\}] \leq s_n^{-2} \sum_{t=1}^{n} (\epsilon s_n)^{-\delta} E[Z_m^2|\{Z_m \geq \epsilon s_n\}]$$

$$= \frac{1}{s_n^{-2+\delta} \epsilon^2 s_n^{1+\delta/2} \sigma_0^{2(\delta+1)}} \sum_{t=1}^{n} E[\lambda' \mathbf{I}(\boldsymbol{\theta})^{-1/2} \left\{ \sum_{j=1}^{r} d_j(\boldsymbol{\theta}) \mathbf{d}_j(\boldsymbol{\theta})' v_{t-j} \right\} v_{t}^{2+\delta}]$$

$$\leq \text{const.} s_n^{-(2+\delta)} \epsilon^{-\delta} n^{-\delta/2},$$

by (O.2) [See the proof of Theorem 5.5.1 of Fuller (1996)]. Hence condition (i) of (a) of Prakash Rao (1987, Proposition 1.7.14) is satisfied and:

$$S_n/s_n = \frac{1}{(\lambda' \lambda)^{1/2}} \sum_{t=1}^{n} Z_m + o_p(1) \overset{d}{\to} N(0,1),$$

which establish (O.3).

### O.2 Properties of eigenvalues of a non-singular, positive definite, and symmetric matrix (p.17)

In the proof of Theorem 2.1, we argued that $\nu = (\nu_1, \ldots, \nu_p)'$ be on the unit sphere $S$ of $\mathbb{R}^p$, and $Z_m(j) = \nu_j^{(l)}(\boldsymbol{\theta})$. Then $\|\{Q_m^{(2)}(\boldsymbol{\theta})\}^{-1}\|_S = \lambda_0^{-1}$ and $\lambda_0 = \inf_{\nu \in \|\nu\|=1} \nu' Q_m^{(2)}(\boldsymbol{\theta}) \nu$. This is proven from the following properties:

---

1Prakash Rao BLS. 1987. *Asymptotic Theory of Statistical Inference*. John Wiley: New York. This proposition is also seen in Fuller (1996, Theorem 5.3.4), however, there is a typographical error in Fuller’s text.
1. Let $A$ be a non-singular, positive definite, and symmetric matrix and $\lambda_1$ be the smallest eigenvalue of $A$. Then $\sup_{||x||=1} x^T A^{-1} x = \lambda_1^{-1}$. (Proof: Let $x$ be a vector that satisfies $||x|| = 1$ and $\lambda$ be an eigenvalue of $A$. Then $\lambda$ is positive and $Ax = \lambda x$ $\Rightarrow$ $x = \lambda x A^{-1} x$ $\Rightarrow$ $x^T A^{-1} x = \lambda^{-1} (x^T A x)^{-1}$. It follows that $\sup_{||x||=1} x^T A^{-1} x = \sup_{||x||=1} (x^T A x)^{-1} = (\inf_{||x||=1} x^T A x)^{-1} = \lambda_1^{-1}$.)

2. Let $A$ be a positive definite and symmetric matrix. Then $||A||_s$ is the largest eigenvalue of $A$. (Proof: Following from P 11.2.13 of Rao and Rao (1998, p.371) 2, for a square matrix $B$, $||B||_s$ is the largest singular value of $B$. Since $A$ is a positive definite and symmetric matrix, its eigenvalues are all positive real numbers. Therefore, the largest singular value of $A$ is the largest eigenvalue of $A$.)

3. Let $A$ be a non-singular, positive definite, and symmetric matrix and $\lambda_1$ be the smallest eigenvalue of $A$. Then $||A^{-1}||_s = \lambda_1^{-1}$. (Proof: By assumption, $A^{-1}$ is also non-singular, positive definite, and symmetric. Using 1 and 2, $||A^{-1}||_s = \sup_{||x||=1} x^T A^{-1} x = \lambda_1^{-1}$).

O.3 On a subset of $S'$ of $S$, with $(\text{const}/\varepsilon)^{2p-2}$ elements in the proof of Theorem 2.1 (p.18)

Bhansali and Papangelou (1991, p.1159) showed that “there is a subset $S'$ of $S$, with fewer than \(2[4p^2/\varepsilon^2]p\) elements”. Though we cannot prove this exactly, we deduce a similar result:

- Note that, for any $x, y \geq 0$ and $\varepsilon > 0$, if $|x - y| < \varepsilon^2$, then $|\sqrt{x} - \sqrt{y}| < \varepsilon$. (Proof: When $x > y$, $|x - y| = x - y < \varepsilon^2 \Rightarrow x < y + \varepsilon^2 \Rightarrow \sqrt{x} < \sqrt{y + \varepsilon^2} < \sqrt{y} + \varepsilon \Rightarrow \sqrt{x} - \sqrt{y} < \varepsilon$ because $\sqrt{a^2 + b^2} < a + b$ for any $a, b > 0$. Similarly, when $x < y$, $\sqrt{y} - \sqrt{x} < \varepsilon$, it follows that $|\sqrt{x} - \sqrt{y}| < \varepsilon$. This also proves the uniform continuity of $f(x) = \sqrt{x}$ for $x > 0$.)

Let $\nu = (\nu_1, \ldots, \nu_p)'$ be on the unit sphere $S$ of $\mathbb{R}^p$ and let $\nu' = (\nu_1, \ldots, \nu_p)'$ be on the unit sphere $S' \subset S$ with $||\nu - \nu'|| < \varepsilon \in (0, 1)$. Then, for at least one $i$, $|\nu_i| \geq 1/\sqrt{p}$. Therefore, let $v_p \geq 1/\sqrt{p}$, $v_p = (1 - \sum_{i=1}^{p-1} \nu_i^2)^{1/2}$, $v_p = (1 - \sum_{i=1}^{p-1} \nu_i^2)^{1/2}$, $|\nu_i - \nu_i| < \varepsilon_i \in (0, 1)$ for $i = 1, 2, \ldots, p$, and $\varepsilon_p < v_p (0 < \varepsilon_p < \varepsilon_p < \varepsilon_p < \varepsilon_p)$. Since $|\nu_i|, |\nu_i| \leq 1$ for $i = 1, 2, \ldots, p$, and:

$$|v_p^2 - v_p^2| = \left| \left(1 - \sum_{i=1}^{p-1} \nu_i^2\right) - \left(1 - \sum_{i=1}^{p-1} \nu_i^2\right) \right| = \left| \sum_{i=1}^{p-1} \left(\nu_i^2 - v_i^2\right) \right| \leq \sum_{i=1}^{p-1} |\nu_i - \nu_i||v_i + v_i|$$

$$\leq 2 \sum_{i=1}^{p-1} |\nu_i - \nu_i| \leq 2 \sum_{i=1}^{p-1} \varepsilon_i,$$

we have:

$$|v_p - v_p| = \left| \left(1 - \sum_{i=1}^{p-1} \nu_i^2\right) - \sqrt{1 - \sum_{i=1}^{p-1} \nu_i^2} \right| \leq 2 \sum_{i=1}^{p-1} \varepsilon_i = \varepsilon (\text{say}),$$

and $||\nu - \nu'|| = \left\{ \sum_{i=1}^{p} |\nu_i - \nu_i|^2 \right\}^{1/2} < \left\{ \sum_{i=1}^{p-1} \varepsilon_i^2 + \varepsilon_p^2 \right\}^{1/2} = \left\{ \sum_{i=1}^{p-1} \varepsilon_i^2 + 2 \sum_{i=1}^{p-1} \varepsilon_i \right\}^{1/2} < \left\{ 3 \sum_{i=1}^{p-1} \varepsilon_i \right\}^{1/2}$.

It follows that if we put:

$$\varepsilon_i = \frac{\varepsilon^2}{3p^2} \quad (i = 1, 2, \ldots, p-1) \quad \text{and} \quad \varepsilon_p = \sqrt{2 \sum_{i=1}^{p-1} \varepsilon_i},$$

---

then:
\[
\|v - \nu\| < \left(3 \sum_{i=1}^{p-1} \epsilon_i \right)^{1/2} = \left\{ \frac{p - 1 \epsilon^2}{p} \right\}^{1/2} < \epsilon, \]
and
\[
\epsilon_p = \left\{ \frac{2 \sum_{i=1}^{p-1} \epsilon_i}{3 p} \right\}^{1/2} < \frac{\epsilon}{\sqrt{p}} < \frac{1}{\sqrt{p}} \leq v_p.
\]

The case of \( v_p \leq -1/\sqrt{p} \) can be deduced similarly by putting \( v_p = -\left(1 - \sum_{i=1}^{p-1} \epsilon_i \right)^{1/2}, \) \( v_p = -\left(1 - \sum_{i=1}^{p-1} \epsilon_i \right)^{1/2}, \) and \( v_p < -\epsilon_p (v_p - \epsilon_p < v_p < \epsilon_p < 0). \)

Since \( |v_i| < 1, \ (-1 + \epsilon_i, -1 + 2\epsilon_i, -1 + 3\epsilon_i, \ldots) \) have about \( 2\epsilon_i = 6p^2/\epsilon^2 \) elements for \( i = 1, 2, \ldots, p - 1 \). Therefore, for any \( \nu \in S \) and \( |v_p| > 1/\sqrt{p} \), \( S' \) needs \( 2(6p^2/\epsilon^2)^{p-1} \) elements. It follows that, in general, for any \( \nu \in S \), there is a subset \( S' \) of \( S \), with \( (C/\epsilon^2)^{p-1} \) elements for some \( C > 0 \) where \( 2p(6p^2/\epsilon^2)^{p-1} < (C/\epsilon^2)^{p-1} \).

O.4 Properties of the norm in the proof of Theorem 2.1 (p.19)

In the last inequalities of the proof of Theorem 2.1, to prove (2.8) and (2.11), we use the following properties: Let \( x \) be \( x = (x_1, \ldots, x_p)^t \) and \( A \) be a \( p \times p \) matrix with \( (i, j) \)th element, \( a_{i,j} \). Then (i) \( \max_{1 \leq i \leq p} |x_i| \leq \sqrt{p} |x| \), and (ii) \( \max_{1 \leq i \leq p} |a_{i,j}| = \sqrt{p} |A|_s \). (Proof: (i) \( \max_{1 \leq i \leq p} |x_i| \leq \sum_{i=1}^{p} x_i^2 \leq \sum_{i=1}^{p} x_i^2 = \sum_{i=1}^{p} x_i^2 \leq \sqrt{p} |x| \). (ii) Let \( |a_{i,j}| = \max_{1 \leq k \leq p} |a_{i,k}| \) and \( \epsilon_j = (0, 0, 0, \ldots, 1, 0, 0, \ldots) \) whose \( j \)th element is 1 and zero otherwise. Then \( |a_{i,j}| = 1 \) and \( |a_{i,j}| \leq \sum_{k=1}^{p} |a_{i,k}| \leq \sqrt{p} |Ae_j| \leq \sqrt{p} \sup_{|x| = 1} ||Ax|| = \sqrt{p} |A|_s. \)

Omitted proofs B (omitted proofs relating to Sections 3 and 4)

O.5 On the condition of \( \{y_t = 0, t \leq 0 \} \) or equivalently \( \{\epsilon_t = 0, t \leq 0 \} \) in Assumption 3 (p.6)

Let \( \psi_j(\delta) = \psi_j \) and \( \pi_j(\delta) = \pi_j \). Then we have \( y_t = \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j} \) and \( \sum_{j=0}^{\infty} \pi_j y_{t-j} = 0. \) For the case of \( \{y_t = 0, t \leq 0 \} \), we have \( \sum_{j=0}^{\infty} \pi_j y_{t-j} = \epsilon_t \) for \( t > 0 \) and:
\[
y_t = \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j} = \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j} = \sum_{j=0}^{\infty} \pi_j \epsilon_{t-j} = \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j} \]
\[
= \sum_{j=0}^{\infty} \left( \sum_{k=0}^{j} \psi_j \pi_{k} \right) y_{t-j} + \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j} = \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j}, \quad (t > 0),
\]
where we have used the fact that \( \sum_{j=0}^{\infty} \pi_{k} \psi_{j-k} = \sum_{j=0}^{\infty} \sum_{k=0}^{j} \psi_{j-k} \pi_{k} = 0 \) for \( j \geq 1 \). It follows that \( y_t = \psi_{t-1} \epsilon_t \) because \( \sum_{j=0}^{\infty} \psi_j \epsilon_{t-j} = 0 \), which implies the condition of \( \{\epsilon_t = 0, t \leq 0 \} \) for \( y_t = \sum_{j=0}^{\infty} \psi_{t-j} y_{t-j} \).

Conversely, for the case of \( \{\epsilon_t = 0, t \leq 0 \} \), \( y_t = \sum_{j=0}^{\infty} \psi_{t-j} \psi_{t-j} \) for \( t > 0 \) and:
\[
\epsilon_t = \sum_{j=0}^{\infty} \pi_j y_{t-j} = \sum_{j=0}^{\infty} \pi_j y_{t-j} = \sum_{j=0}^{\infty} \sum_{k=0}^{j} \pi_j \psi_{j-k} \psi_{k} y_{t-j} + \sum_{j=0}^{\infty} \psi_j y_{t-j} \]
\[
= \sum_{j=0}^{\infty} \sum_{k=0}^{j} \pi_j \psi_{j-k} \psi_{k} \epsilon_{t-j} + \sum_{j=0}^{\infty} \psi_j y_{t-j} \epsilon_{t-j} = \epsilon_t + \sum_{j=0}^{\infty} \psi_j y_{t-j}, \quad (t > 0),
\]
where we have used the fact that \( \sum_{k=0}^{j} \pi_{j-k} \psi_k = 0 \) for \( j \geq 1 \). It follows that \( \epsilon_t = \sum_{j=0}^{\infty} \pi_j y_{t-j} \) because \( \sum_{j=0}^{\infty} \pi_j y_{t-j} = 0 \), which implies the condition of \( \{y_t = 0, t \leq 0 \} \) for \( \sum_{j=0}^{\infty} \pi_j y_{t-j} = \epsilon_t. \)
O.6  Proof of Lemma 3.1 (p.8)

We only prove (3.15b) because the same argument is easily applied to (3.15a).

\[
E[x_{1,n}x_{2,n}z_{1,n}] = \sum_{j=0}^{n-1} \sum_{k=0}^{n-1} \sum_{l=0}^{n-1} \sum_{m=1}^{n-1} \alpha_{ij}\alpha_{2j}M_{i,j}E[\varepsilon_{n-j}\varepsilon_{n-k}\varepsilon_{n-l}\varepsilon_{n-m}] .
\]

By assumption, when \(j = l + m \neq k = l\) and \(j = l \neq k = l + m\), \(E[\varepsilon_{n-j}\varepsilon_{n-k}\varepsilon_{n-l}\varepsilon_{n-m}] = \sigma^4\) and zero, otherwise. Therefore, by using Cauchy-Schwarz inequality, we obtain:

\[
E[x_{1,n}x_{2,n}z_{1,n}] = \sigma^4 \sum_{j=0}^{n-2} \alpha_{2j} \sum_{m=0}^{n-1} \alpha_{1j+m} + \sigma^4 \sum_{j=0}^{n-2} \alpha_{1j} \sum_{m=0}^{n-1} \alpha_{2j+m}M_{1,j} = o(\sqrt{n}), \quad \text{as } n \to \infty.
\]

O.7  Detailed arguments of Section 4 (p.11)

To obtain the general theory of the asymptotic PMSE of predictors, \(x_n(h), \tilde{x}_n(h), \) and \(\tilde{x}_n(h)\) in Section 4, we review the following results. Since technical arguments relating to asymptotic PMSE follow from those of Section 3, we almost omit the proof of the results given in this subsection.

To obtain the BLP, we use vector representation. Rewrite (4.1) as:

\[
x_t = Ax_{t-1} + y_t, \quad x_t - e'Ax_{t-1} = (1 - L^s)^m x_t = y_t \quad t \geq 1, \quad (O.4)
\]

where \(x_t, y_t, \) and \(e\) are \(m\times s\)-vectors defined by \(x_t = (x_t, \ldots, x_t_{t-1})', y_t = (y_t, 0, \ldots, 0)', \) and \(e = (1, 0, \ldots, 0)', \) respectively,

\[
A = \begin{pmatrix}
  a_1 & a_2 & \ldots & a_m \\
  0 & 1 & \ldots & 0 \\
  & & \ddots & \vdots \\
  & & & 0 & 1 & 0
\end{pmatrix}, \quad (1 - z^s)^m = \sum_{j=0}^{m} \binom{m}{j} (-1)^j z^j = 1 - \sum_{j=1}^{m-s} a_j z^j,
\]

and \(a_j = 0\) for \(j \neq h, 2s, \ldots, m.s. \) Then we have:

\[
x_{n+h} = Ax_{n+h-1} + y_{n+h} = A^hx_n + \sum_{j=0}^{h-1} A^j y_{n+h-j},
\]

and \(x_{n+h} = e'A^hx_n + \sum_{j=0}^{h-1} \alpha_j y_{n+h-j}.\)

where \(\alpha_j = e'A^j e.\) As in Brockwell and Davis (1991, Section 9.5), given the data \(\{x_t\}_{t=1}^n\) from (4.1), the best linear predictor of \(x_{n+h}\) based on \(x_{1-m}, x_{2-m}, \ldots, x_n\) is the projection \(P_{S_n}x_{n+h}\) where \(S_n = \mathbb{P}[x_1, \ldots, x_0, y_1, \ldots, y_n] \perp \mathbb{P}[x_1, \ldots, x_0] \perp \mathbb{P}[y_1, \ldots, y_n]\) by assumption. Hence the best linear predictor, denoted by \(x_n(h),\) for a future value, \(x_{n+h},\) is given by:

\[
x_n(h) = e'A^hx_n + \sum_{j=0}^{h-1} \alpha_j y_{n+h-j}. \quad (O.5)
\]

where \(y_n(k)\) for \(k = 1, \ldots, h\) is defined by Section 3. Since the prediction error of \(x_n(h)\) can be written in the form:

\[
x_{n+h} - x_n(h) = \sum_{j=0}^{h-1} \alpha_j \{y_{n+h-j} - y_n(h - j)\} = \sum_{j=0}^{h-1} \left( \sum_{k=0}^{j} \alpha_j \Sigma_{k=0}^{j} h^j \right) \varepsilon_{n+h-j},
\]
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where \( \psi_j(\delta^0) \) is given by (3.7), we can express its PMSE as:

\[
\sigma^2_x(h) = \sum_{j=0}^{h-1} \left( \sum_{k=0}^{j} \alpha_{j-k} \psi_k(\delta^0) \right)^2 = \sum_{j=0}^{h-1} \psi_{j,x}^2,
\]

where \( \psi_{j,x} = \sum_{k=0}^{j} \alpha_{j-k} \psi_k(\delta^0) \) is given by \( \sum_{j=-\infty}^{\infty} \psi_{j,x} = (1 - z^{-1})(1 - z^{-1})^{-d} \beta(z), \ |z| < 1. \)

First, we deal with estimated predictors when all parameters are estimated, as in Section 3.1. We next deal with the effects of misspecification in non-stationary ARFIMA models as SARIMA models, as in Section 3.2.

### O.7.1 PMSE for \( \hat{x}_n(h) \) when \( d \) is fixed

Similarly to Section 3.1, we define the predictor with estimated parameters. The parameters estimated here are \( \delta^0 = (d, \beta', \gamma) \) and \( \sigma^2_x \). These are estimated by maximizing the CSS function defined in Section 3.1. Let \( \hat{\delta} \) be a corresponding CSS estimator of \( \delta^0 \), then the predictor, denoted by \( \hat{x}_n(h) \), is defined by:

\[
\hat{x}_n(h) = \mathbf{e}' \mathbf{A}^k \mathbf{x}_n + \sum_{j=0}^{h-1} \alpha_j \hat{\gamma}_n(h-j),
\]

where \( \hat{\gamma}_n(k), k = 1, \ldots, h \) is given by (3.12). Its asymptotic PMSE is immediately obtained. Since the error of \( \hat{x}_n(h) \) can be evaluated by \( x_{n+h} - \hat{x}_n(h) = (x_{n+h} - x_n(h)) - (\hat{x}_n(h) - x_n(h)) \), we have:

\[
\tilde{\sigma}^2_x(h) = \sum_{j=0}^{h-1} \alpha_j \hat{\gamma}_n(h-j) - y_n(h-j)
\]

and the second term on the RHS of the above equation is expressed as follows. We have already shown that, in the proof of Theorem 3.1, \( \sum_{j=0}^{h-1} \varphi_j(h, \delta^0) \varepsilon_{n-j} = \sum_{j=0}^{h-1} \varphi_j(h, \delta^0) \varepsilon_{n-j} \).

It follows that:

\[
E = \sum_{j=0}^{h-1} \alpha_j \hat{\gamma}_n(h-j) - y_n(h-j)
\]

Since the above equation follows the similar representation of (A.13) by using (A.12), we obtain the following theorem:

**Theorem 0.1** Let \( \{x_n\}_{n=1}^{\infty} \) be given by (4.1). Then it follows that, as \( n \to \infty \):

\[
\tilde{\sigma}^2_x(h) = \sum_{j=0}^{h-1} \alpha_j \hat{\gamma}_n(h-j) - y_n(h-j)
\]

where \( \varphi_i(k, \delta^0) \) is defined by Theorem 3.1 for \( k = 1, \ldots, h \), \( \sigma^2_x(h) \) and \( \hat{x}_n(h) \) are given by (O.6) and (O.7), respectively.

For the case of \( h = 1 \), we can simplify the preceding result. The following corollary gives the asymptotic PMSE of \( \hat{x}_n(1) = \mathbf{e}' \mathbf{A} \mathbf{x}_n + \hat{\gamma}_n(1) \), where \( \hat{\gamma}_n(1) = - \sum_{j=0}^{n} \pi_j(\hat{\delta}) y_{n+1-j} \).

**Corollary 0.1** Under the same conditions as in Theorem 0.1, it follows that, as \( n \to \infty \):

\[
\tilde{\sigma}^2_x(1) = \sum_{j=0}^{h-1} \alpha_j \hat{\gamma}_n(1) - y_n(1)
\]

The proof is omitted since its error is \( x_{n+1} - \hat{x}_n(1) = \sum_{j=0}^{n} \pi_j(\hat{\delta}) y_{n+1-j} \), the second moments of which can be obtained by Corollary 3.1.
O.7.2 PMSE for integrated long-memory processes when \( d = c/\sqrt{n} \)

We next consider the model (4.1) when \( d = c/\sqrt{n} \). The predictors considered here are \( \hat{x}_n(h) \) discussed in Section O.7.1 and, similarly to \( \hat{y}_n(h) \) in Section 3.2, \( \tilde{x}_n(h) \), which is given by the fixed differencing parameter \( m \) with \( d = 0 \) and estimators of ARMA\((p, q)\) parameters, denoted by \( \hat{\beta} \), from the process \( \{(1 - L^s)^m x_t\} \), \( t \geq 1 \). This is expressed as:

\[
\tilde{x}_n(h) = \mathbf{e}' \mathbf{A}^h \mathbf{x}_n + \sum_{j=0}^{h-1} \alpha_j \hat{y}_n(h-j), \tag{O.12}
\]

where \( \hat{y}_n(k) \) for \( k = 1, \ldots, h \) is defined by (3.20) and \( \hat{\beta} = (0, \hat{\beta}^\top)^\top \). Note that the expression for \( \tilde{x}_n(h) \) is a predictor of the ARIMA\((p, m, q)\) model with estimated coefficients when \( s = 1 \), and is a corresponding predictor of the SARIMA model when \( s \) is even.

An asymptotic PMSE of \( \tilde{x}_n(h) \) is given by the following theorem.

**Theorem O.2** Let \( \{x_t\}_{t=1}^n \) be given by (4.1), \( d = c/\sqrt{n} \), where \( c \) is a fixed constant. Then it follows that, as \( n \to \infty \):

\[
\sigma_x^2(h) \equiv \mathbb{E} \left[ x_{n+h} - \tilde{x}_n(h) \right]^2 \tag{O.13}
\]

\[
= \sigma_x^2(h) + \frac{\sigma_x^2}{n} \sum_{i=0}^{\infty} \sum_{j=0}^{h-1} \sum_{k=0}^{h-1} \alpha_j \alpha_k \varphi_i(h-j, \delta^0) \Gamma \varphi_j(h-k, \delta^0) + o \left( \frac{1}{n} \right),
\]

where \( \varphi_i(k, \delta^0) \) is defined by Theorem 3.1 for \( k = 1, \ldots, h \), \( \tilde{x}_n(h) \), \( \sigma_x^2(h) \), and \( \Gamma \) is given by (O.12), (O.6), and Theorem 3.2, respectively.

We omit the proof since it can be obtained by Theorem 3.2.

The asymptotic PMSE of \( \tilde{x}_n(h) \) is given by (O.10), which leads to the following result.

**Corollary O.2** Under the same conditions as in Theorem O.2, it follows that:

\[
\text{ARE} \left[ \tilde{x}_n(h), \tilde{x}_n(h) \right] \begin{cases} \geq 0 & \text{iff } \omega \geq |c|; \\ \leq 0 & \text{iff } \omega \leq |c|; \end{cases} \tag{O.14}
\]

where \( \omega \) is given by Corollary 3.2.

We omit the proof since it can be obtained similarly to the proof of Corollary 3.2.

**Remark 2** The following arguments are applicable to Example 4.2 and DGP 2 in Section 5. Let \( s \) be an even integer and \( h \leq s \). Then \( x_{n+h} = \mathbf{e}' \mathbf{A} \mathbf{x}_{n+h-1} + y_{n+h} \):

\[
x_n(h) = \mathbf{e}' \mathbf{A} \mathbf{x}_{n+h-1} + y_{n+h}, \quad \sigma_x^2(h) = \sigma_y^2(h),
\]

\[
\tilde{x}_n(h) = \mathbf{e}' \mathbf{A} \mathbf{x}_{n+h-1} + \hat{y}_n(h), \quad \sigma_x^2(h) = \sigma_y^2(h),
\]

and we can compare \( \tilde{x}_n(h) \) and \( \tilde{x}_n(h) \) on the basis of PMSEs by Corollaries 3.2 and 3.3 with \( d_0 = 0 \) because \( \alpha_1 = \cdots = \alpha_{s-1} = 0 \). Furthermore, when \( \beta(z) = 1, \sigma_x^2(h) = \sigma_y^2(h) = \sigma_0^2 \) by the definition of \( \psi_d(d) \) in (3.5).

O.8 Proof of (A.7) when \( d = d_0 + c/\sqrt{n} \) (p.21)

In Appendix B, referring to the results in Katayama (2006), we used the fact that (A.7) holds if fixed \( d \) is replaced by \( d = d_0 + c/\sqrt{n} \) in the proof of results of Section 3.2. However, since Katayama
(2006) omit this proof, we prove this result. For simplicity, we focus on the case of $\beta(z) = 1$. Let $d, d_0, d^*, d^{**} \in D_1$, $u_1(d^*) = \sum_{k=0}^{\infty} \pi_{j}(d^*) v_{t-k}$, $v_t = \sum_{k=0}^{\infty} \psi(d)|\varepsilon_{t-k}|
abla y = \sum_{j=0}^{\infty} \pi_{j}(d^*) y_{t-j}$, $u_t(d^*, d^{**}) = \sum_{j=0}^{\infty} \pi_{j}(d^*) v_{t-j}(d^{**})$,

$$v_t(d^*) = \sum_{j=0}^{\infty} \pi_{j}(d^*) \varepsilon_{t-j} = \sum_{j=0}^{\infty} \pi_{j}(d^*) v_{t-j}(d^*) + \sum_{j=0}^{\infty} \psi(d)|\varepsilon_{t-j} v_{t-j}(d^*) + v_{t-j}(d^*)$$

Then, $y_t = v_{1,t}(d)$, $u_t(d^*) = u_t(d^*, d)$, $v_t = v_t(d)$, $\varepsilon_t = u_t(d) = u_t(d, d) = \varepsilon_t(d)$, and:

$$\varepsilon_t(d^*) = \sum_{j=0}^{\infty} \pi_{j}(d^*) y_{t-j} = \sum_{j=0}^{\infty} \pi_{j}(d) v_{t-j}(d^*) = \sum_{j=0}^{\infty} \pi_{j}(d^*) v_{t-j}(d^*)$$

$$(\varepsilon_t(d^*) + c_i) \sum_{j=0}^{\infty} \psi(d) \varepsilon_{t-j} v_{t-j} = \sum_{j=0}^{\infty} \pi_{j}(d^*) v_{t-j}(d^*) + c_i v_{t-j}(d^*)$$

where $(c_1, c_2, c_3) = (0, 1/4, 1/2)$ and we have used the fact that $\sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \pi_{j}(d) \pi_{j}(d) = \pi_{j}(d)^2$, $\pi_{j}(d^*) = \pi_{j}(d)$, and $\pi_{j}(a + b) = \sum_{j=0}^{\infty} \pi_{j}(a) \pi_{j}(b)$. This technique of the proof is also used to prove the strong consistency and asymptotic normality of the CSS estimators in Lemma B 9 of Katayama (2006). It follows that:

$$\varepsilon_t(d^*) = \sum_{j=0}^{\infty} \pi_{j}(d^*) v_{t-j}(d + c_i)$$

$$u_t(d^*) = \left\{ \frac{\partial}{\partial d^*} \log(1 - L^*) \right\} (1 - L^*)^{-d^*} \varepsilon_t = \left\{ \log(1 - L^t) \right\} (1 - L^t)^{-d^*} \varepsilon_t$$

$$= \sum_{j=0}^{\infty} \pi_{j}(d^*) v_{t-j}(d + c_i) + \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \psi(d + c_i) v_{t-j}(d + c_i)$$

Since $d^* + c_i, d + c_i \in D_1 = [0, 1/2 - \alpha]$, $\alpha \in (0, 1/4)$, it is enough to consider the case of $D_1$ and $c_i = 0$. Note that $\pi_{j}(d^*) = \psi_{j}(-d^*) = \Gamma(j - d^*) \Gamma(1 + j)\Gamma(-d^*)$ for $s = 1$:

$$\pi_{j}(d^*) = \psi_{j}(-d^*) \pi_{j}(d^*) + \psi(-d^*) \pi_{j}(d^*)$$

$$\pi_{j}(d^*) = \psi_{j}(d^*) \{ \psi_{j}(d^*) - \psi(-d^*) \} - \pi_{j}(d^*) \{ \psi_{j}(d^*) - \psi(-d^*) \}$$

where $\psi(z)$ and $\psi'(z)$ is defined by $\psi(z) = \Gamma'(z)/\Gamma(z)$ and $\psi'(z) = \psi'(z)$, respectively. These are known as the Digamma function and Polygamma function, respectively, having the following properties: $\psi(z) = O(\log(z))$ and $\psi'(z) = O(1/z^2)$, as $z \rightarrow \infty$. For any $d^* \in D_1$ and $s = 1$:

$$0 < \psi_{j}(d^*) \leq \Gamma(d^*)^{-j} d^* \leq \text{const.} \, j^{-\alpha - 1/2}, \quad j \geq 1$$

$$|\pi_{j}(d^*)| \leq \Gamma(-d^*)^{-1} (j - 1)^{-\alpha - 1} \leq \text{const.} \, (j - 1)^{-\alpha - 1}, \quad j \geq 2$$

by Yajima (1985, (7)). It follows that there exist positive sequences $\{c_{\psi,j}(\alpha)\}$ and $\{c_{\pi,j}(\alpha)\}$, which depend on $\alpha$, such that:

$$\sup_{d^* \in D_1} |\psi_{j}(d^*)| \leq c_{\psi,j}(\alpha) = O(j^{-\alpha - 1/2})$$

$$\sup_{d^* \in D_1} |\pi_{j}(d^*)| \leq c_{\pi,j}(\alpha) = O(j^{-\alpha - 1}), \quad i = 0, 1, 2$$
as \( j \to \infty \), where we have used the fact that \( \lim_{j \to \infty} \log j/j^\epsilon = 0, \epsilon > 0 \).

If one can show:

\[
\sup_{d^* \in D_1} \left[ \frac{1}{n} \sum_{t=1}^{n} \xi_t^{(i)}(d^*) \xi_t^{(j)}(d^*) - \frac{1}{n} \sum_{t=1}^{n} u_t^{(i)}(d^*) u_t^{(j)}(d^*) \right] C_{i,j}^2 \leq 0, \tag{O.19}
\]

\[
\sup_{d^* \in D_1} \left[ \frac{1}{n} \sum_{t=1}^{n} u_t^{(i)}(d^*) u_t^{(j)}(d^*) - E \left[ u_t^{(i)}(d^*) u_t^{(j)}(d^*) \right] \right] C_{i,j}^2 \leq 0, \tag{O.20}
\]

for \((i,j) = (1,0), (1,1), (2,0)\), then the result follows. We first consider (O.19). For any positive integer \( r \):

\[
E[v_t(d)]^{2r} \leq \text{const} \left( \sum_{k=0}^{2r} \sum_{j=0}^{\infty} \left| \psi_j(d) \right|^k \right)^r \leq \text{const} \left( \sum_{k=0}^{2r} \sum_{j=0}^{\infty} c_{\psi_j}(\alpha)^k \right)^r < \infty, \tag{O.21}
\]

\[
E[v_{1,t}(d)]^{2r} \leq \text{const} \left( \sum_{k=0}^{2r} \sum_{j=0}^{\infty} \left| \psi_j(d) \right|^k \right)^r \leq \text{const} \left( \sum_{k=0}^{2r} \sum_{j=0}^{\infty} c_{\psi_j}(\alpha)^k \right)^r < \infty,
\]

\[
E[v_{2,t}(d)]^{2r} \leq \text{const} \left( \sum_{k=0}^{2r} \sum_{j=0}^{\infty} \left| \psi_j(d) \right|^k \right)^r \leq \text{const} \left( \sum_{k=0}^{2r} \sum_{j=0}^{\infty} c_{\psi_j}(\alpha)^k \right)^r = O(t^{-2ar}),
\]

as \( t \to \infty \). Note that these inequalities also hold if \( d \) is fixed. Using (O.18), (O.21), and Jensen’s Theorem, we obtain:

\[
E \left[ \sup_{d^* \in D_1} \left| \xi_t^{(i)}(d^*) \right| \right]^r \leq E \left[ \sum_{j=0}^{t-1} c_{\psi_j}(\alpha) \left| v_{1,t-j}(d) \right| \right]^r \leq \text{const} \left( \sum_{j=0}^{\infty} c_{\psi_j}(\alpha)^r \right) < \infty, \tag{O.22}
\]

\[
E \left[ \sup_{d^* \in D_1} \left| w_{1,t}^{(i)}(d^*) \right| \right]^{2r} \leq \text{const} \sup_{d^* \in D_1} \left[ \sum_{j=0}^{t-1} \sum_{d^* \in D_1} \left| w_{1,t}^{(i)}(d^*) \right| E \left[ \left| v_{2,t-j}(d) \right|^{2r} \right] \right.
\]

\[
\left. \leq \text{const} \sum_{j=0}^{t-1} c_{\psi_j}(\alpha) E \left[ \left| v_{2,t-j}(d) \right|^{2r} \right] + \text{const} \sum_{j=0}^{t-1} c_{\psi_j}(\alpha) E \left[ \left| v_{2,t-j}(d) \right|^{2r} \right] = O(t^{-2ar}),
\]

\[
E \left[ \sup_{d^* \in D_1} \left| w_{2,t}^{(i)}(d^*) \right| \right]^r \leq E \left[ \sum_{j=0}^{\infty} c_{\psi_j}(\alpha) \left| v_{t-j}(d) \right| \right]^r \leq \left( \sum_{j=0}^{\infty} j^{-a-1} \right)^r = O(t^{-ar}),
\]

\( i = 0, 1, 2 \), as \( t \to \infty \). Note that these inequalities also hold if \( d \) is fixed. Since:

\[
\frac{1}{n} \sum_{t=1}^{n} u_t^{(i)}(d^*) u_t^{(j)}(d^*) - \frac{1}{n} \sum_{t=1}^{n} \xi_t^{(i)}(d^*) \xi_t^{(j)}(d^*)
\]

\[
= \frac{1}{n} \sum_{t=1}^{n} \left\{ \xi_t^{(i)}(d^*) w_t^{(j)}(d^*) + \xi_t^{(j)}(d^*) w_t^{(i)}(d^*) + w_t^{(i)}(d^*) \xi_t^{(j)}(d^*) + w_t^{(i)}(d^*) \xi_t^{(j)}(d^*) + w_t^{(i)}(d^*) w_t^{(j)}(d^*) + w_t^{(i)}(d^*) \xi_t^{(j)}(d^*) \right\},
\]

following from Katayama (2006, Lemma B 3) and (O.22), we obtain (O.19).

To prove (O.20), by a Taylor series expansion:

\[
v_t(d) = (1 - L)^{-d_0 - \epsilon / \sqrt{n}} \xi_t = (1 - L)^{-d_0 - \epsilon / \sqrt{n}} \xi_t - \frac{c}{\sqrt{n}} \log(1 - L)((1 - L)^{-d_0 - \epsilon / \sqrt{n}} \xi_t
\]

\[
= v_t(d_0) + w_{1,t}^{(i)} / \sqrt{n},
\]
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where \( \omega_{1,t} = -c \log(1 - L^s)(1 - L^s)^{-d_0 - c^*/\sqrt{n}} \) and \( 0 < |c^*| < |c| \), we can rewrite \( u_t^{(i)}(d^*) = u_t^{(i)}(d^*, d) \) as:

\[
u_t^{(i)}(d^*, d) = \sum_{j=0}^{\infty} \rho_j^{(i)}(d^*) v_{t-j}(d_0) + \frac{1}{\sqrt{n}} \sum_{j=0}^{\infty} \rho_j^{(i)}(d^*) \omega_{1,t-j} = u_t^{(i)}(d^*, d_0) + \frac{1}{\sqrt{n}} \omega_j^{(i)}(d^*), \] (say).

Since \( -\log(1 - L^s)(1 - L^s)^{-d} = \sum_{j=0}^{\infty} \rho_j^{(i)}(d) s_{k+1} L^j \), and:

\[
\left| \sum_{k=0}^{\infty} \psi_{j-k}(d_0 + c^*/\sqrt{n}) s_{k+1} \right| \leq \text{const} \left\{ \sum_{k=0}^{j/2} c_{\psi,j-k}(\alpha) s_{k+1} + \sum_{k=[j/2]+1}^{j} c_{\psi,j-k}(\alpha) s_{k+1} \right\} = O(j^{-\alpha-1/2} \log j),
\]
as \( j \to \infty \), we obtain, \( E[|\omega_{1,t}^{(i)}|^{2r}] \leq \text{const}[\sum_{k=2}^{2r} \sum_{j=1}^{\infty} j^{-\alpha-1/2} \log j^{k+1}]^{r} < \infty \). It follows that:

\[
\text{E} \left[ \sup_{d^* \in D_1} |\omega_{2,t}^{(i)}(d^*)|^{r} \right] \leq \text{const} \left( \sum_{j=0}^{\infty} c_{\psi,j}(\alpha) \right)^{r} < \infty, \quad (O.23)
\]
\[
\text{E} \left[ \sup_{d^* \in D_1} |u_t^{(i)}(d^*, d_0)|^{r} \right] \leq \text{const} \left( \sum_{j=0}^{\infty} c_{\psi,j}(\alpha) \right)^{r} < \infty, \quad i = 0, 1, 2.
\]

For the LHS of (O.20), we have:

\[
\left| \frac{1}{n} \sum_{t=1}^{n} u_t^{(i)}(d^*, d) u_t^{(j)}(d^*, d) - \text{E} \left[ u_t^{(i)}(d^*, d) u_t^{(j)}(d^*, d) \right] \right| \quad (O.24)
\]
\[
\leq \left| \frac{1}{n} \sum_{t=1}^{n} u_t^{(i)}(d^*, d_0) u_t^{(j)}(d^*, d_0) - \text{E} \left[ u_t^{(i)}(d^*, d_0) u_t^{(j)}(d^*, d_0) \right] \right| + \frac{1}{n} \sum_{t=1}^{n} \omega_j^{(i)}(d^*) t^{-1/2} \left| \omega_j^{(j)}(d^*) t^{-1/2} \right| u_t^{(j)}(d^*, d_0) + \frac{1}{n} \sum_{t=1}^{n} \omega_j^{(i)}(d^*) t^{-1/2} \left| \omega_j^{(j)}(d^*) t^{-1/2} \right| u_t^{(j)}(d^*, d_0) - \text{E} \left[ u_t^{(i)}(d^*, d) u_t^{(j)}(d^*, d) \right].
\]

The RHS of the above equation converges almost certainly to zero uniformly in \( d^* \in D_1 \), which proves (O.20). This is because the first term follows from Lemma B 8 of Katayama (2006), the second, third, and fourth terms follow from (O.23) and Lemma B 3 of Katayama (2006), and the last term converges from (O.23) and the fact that:

\[
\sup_{d^* \in D_1} \left| \text{E} \left[ u_t^{(i)}(d^*, d_0) u_t^{(j)}(d^*, d_0) \right] - \text{E} \left[ u_t^{(i)}(d^*, d) u_t^{(j)}(d^*, d) \right] \right| \leq \sup_{d^* \in D_1} \text{E} \left[ u_t^{(i)}(d^*, d_0) \omega_j^{(i)}(d^*) \right] \frac{1}{\sqrt{n}} \left| \frac{\omega_j^{(j)}(d^*)}{\sqrt{n}} \right| u_t^{(j)}(d^*, d_0) + \frac{1}{\sqrt{n}} \left| \frac{\omega_j^{(i)}(d^*)}{\sqrt{n}} \omega_j^{(j)}(d^*) \right| \rightarrow 0, \quad \text{as } n \rightarrow \infty.
\]
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O.9 Proof of convergence with probability one and convergence in the \(r\)th mean for \(R_{d,n}\) (either fixed \(d\) or \(d = d_0 + c/\sqrt{n}\)) and \(\{A_{18}\} (d = d_0 + c/\sqrt{n})\) \((A.12)\), \((A.23)\), \((A.25)\), \((A.18)\), \((A.25)\)

We prove the following convergence of the \(r\)th mean:

\[
\begin{align*}
\lim_{n \to \infty} E \left[ \frac{\partial^2 S_n(\delta^{**})}{\partial d \partial \delta} - I(\delta^0) \right]_{i,j}^r &= 0, & (\text{either fixed } d \text{ or } d = d_0 + c/\sqrt{n}), \\
\lim_{n \to \infty} E \left[ \left\| \frac{\partial^2 S_n(\delta)}{\partial d \partial \beta} \right\| - \kappa \right]^r &= 0, & (d = d_0 + c/\sqrt{n}), \\
\lim_{n \to \infty} E \left[ \frac{\partial^2 S_n(\delta^*)}{\partial d \partial \beta} \right]_{i,j}^r &= 0, & (d = d_0 + c/\sqrt{n}),
\end{align*}
\]

for \(r > 1\), where \([A]_{i,j}\) denotes \((i, j)\) element of a matrix \(A\), \(\|\delta^{**} - \delta^0\| \leq \|\delta - \delta^0\|\), and \(\|\delta^* - \delta^0\| \leq \|\delta - \delta^0\|\). By Katayama (2006, Theorem 1, Remarks 2 and 3, Lemmas B 7, B 8, and B 9) and Section O.8, \(\delta \approx d_0 + c/\sqrt{n}\), \(\delta \approx d_0 + c/\sqrt{n}\), \(I(\delta)\) is continuous on \(\delta\), and (A.7) holds either fixed \(d\) or \(d = d_0 + c/\sqrt{n}\). It follows that:

\[
\begin{align*}
|S_n^{(2)}(\delta^{**}) - I(\delta^0)| &\leq |S_n^{(2)}(\delta^{**}) - S_n^{(2)}(\delta^0)| + |S_n^{(2)}(\delta^0) - I(\delta^{**})| + |I(\delta^{**}) - I(\delta^0)| \\
&\leq \sup_{\delta \in D_1} |S_n^{(2)}(\delta) - S_n^{(2)}(\delta)| + \sup_{\delta \in D_1} |S_n^{(2)}(\delta) - I(\delta)| + |I(\delta^{**}) - I(\delta^0)| \\
\xrightarrow{a.s.} 0 &\quad (\text{either fixed } d \text{ or } d = d_0 + c/\sqrt{n}).
\end{align*}
\]

Similarly:

\[
\begin{align*}
\left| \frac{\partial^2 S_n(\delta^*)}{\partial d \partial \beta} - \kappa \right| &\xrightarrow{a.s.} 0, & \quad \left| \frac{\partial^2 S_n(\delta^*)}{\partial d \partial \beta} - \Phi \right| &\xrightarrow{a.s.} 0 &\quad (d = d_0 + c/\sqrt{n}).
\end{align*}
\]

To show (O.25), it is sufficient to check the \(r\)th moments of second derivatives of \(S_n(\delta^*)\) for any \(r > 1\) [see Lemma A (ii) and Lemma C (i) of Serfling (1980, pp. 13–15)]. We focus on the case of \(\beta(z) = 1\) because coefficients of partial derivatives consisting of \(\beta\) are absolutely summable and decay exponentially and the same argument is easily applied to the general \(\{y_k\}\). For \(d, d^* \in D_1\), \(l = 1, 2, 3\):

\[
S_n^{(2)}(d^*) = \frac{1}{n \sigma_0^2} \sum_{i=1}^{n} \varepsilon_i^{(2)}(d^*) \varepsilon_i(d^*) + \frac{1}{n \sigma_0^2} \sum_{i=1}^{n} \varepsilon_i^{(1)}(d^*) \varepsilon_i^{(1)}(d^*),
\]

where \(\varepsilon_i^{(1)}(d^*)\) is given by (O.15). For (O.15), since \(d^* + c_1, d + c_1 \in D_1 = [\alpha, 1/2 - \alpha]\), \(\alpha \in (0, 1/4)\), it is enough to consider the case of \(D_1\) and \(c_1 = 0\). To check \(E[S_n^{(2)}(d^*)]^r\), from \(c_0\)-inequality, it is sufficient to show that:

\[
E \left[ \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i^{(1)}(d^*) \varepsilon_i^{(1)}(d^*) \right]^r < \infty, \quad (O.26)
\]

for \((i, j) = (2, 0), (1, 1)\), uniformly in \(d^*, d \in D_1\). By the convexity of function \(x^r\), \(x > 0\), \(r > 1\), Jensen’s Theorem, and Cauchy–Schwarz inequality:

\[
\begin{align*}
E \left[ \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i^{(1)}(d^*) \varepsilon_i^{(1)}(d^*) \right]^r &\leq E \left[ \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i^{(1)}(d^*) \left| \varepsilon_i^{(1)}(d^*) \right| \right]^r \leq \frac{1}{n} \sum_{i=1}^{n} E \left[ \left| \varepsilon_i^{(1)}(d^*) \right|^r \right] \leq \frac{1}{n} \sum_{i=1}^{n} E \left[ \left| \varepsilon_i^{(1)}(d^*) \right| \right] = \frac{1}{n} \sum_{i=1}^{n} E \left[ \varepsilon_i^{(1)}(d^*) \right]^r,
\end{align*}
\]

which proves (O.26) from (O.22).
O.10 Proof of (A.21) (p.25)

For simplicity, let $\beta(z) = 1$, $\delta = \bar{\delta}$. Then, using the similar argument as in (3.13), (3.14), (3.16), and (A.11), we obtain:

$$
E[y_{n+h} - \hat{y}_{n+h}]^2 = E[y_{n+h} - y_n + y_n(h) - \hat{y}_n(h)]^2 = E \left[ \sum_{j=0}^{h-1} \psi_j(d) \varepsilon_{n+h-j} + y_n(h) - \hat{y}_n(h) \right]^2
$$

$$
= \sigma^2_{y}(h) + E[y_n(h) - \hat{y}_n(h)]^2 = \sigma^2_{y}(h) + E \left[ \sum_{j=1}^{n} \left( c_j(h, \tilde{d}) - c_j(h, \delta^0) \right) y_{n+1-j} \right]^2
$$

$$
= \sigma^2_{y}(h) + E \left[ (\tilde{d} - d) \sum_{j=0}^{n-1} \varphi_j(h, d) \varepsilon_{n-j} + R_{5,n} \right]^2,
$$

where $R_{5,n} = (\tilde{d} - d)^2 \sum_{j=1}^{n} c_j^{(2)}(h, d^*) y_{n+1-j}$, and $|d^* - d| \leq |\tilde{d} - d|$. It follows that it is sufficient to show that $E[R_{5,n}] = o(n^{-1})$, as $n \to \infty$.

Note that, by Yajima (1985, (7)) and Lemma 3.2, there exists $a_{j,l}(\alpha)$, which does not depend on $d$ and $d^*$, satisfies:

$$
\sup_{d^* \in \mathcal{D}} \left| c_j^{(2)}(h, d^*) \right| \leq a_{j,l}(\alpha) = O \left( (\log j)^{2-j^{-\alpha+1}} \right), \quad \text{(O.27)}
$$

for $l = 1, 2, 3$, as $j \to \infty$, where $(c_1, c_2, c_3) = (0, 1/4, 1/2)$. Furthermore, by Yajima (1985, (7)),

$$
|\varphi_j(d)| \leq C_j^{-(2-j^{-\alpha-1})/2} \text{ for } j \geq 1, \text{ and:}
$$

$$
E[y_t]^4 \leq \left[ \sum_{j=0}^{t-1} \psi_j(d) \varepsilon_{t-j} \right]^4 \leq \text{const} \left[ \left( \sum_{j=0}^{t-1} \psi_j(d)^2 \right)^2 + \sum_{j=0}^{t-1} \psi_j(d)^4 \right], \quad \text{(O.28)}
$$

for $t \geq 2$, which implies that $E[y_t]^4$ is finite for any $d \in \mathcal{D}$, $l = 1, 2, 3$ and $t \geq 1$.

For the case of $d \in \mathcal{D}_2$, as in the proof of $E[R_{1,n}] = o(n^{-1})$ in the proof of Theorem 3.1, using (A.14), (O.27), (O.28), Cauchy–Schwarz inequality, we have:

$$
E \left( \sum_{j=1}^{n} c_j^{(2)}(h, d^*) y_{n+1-j} \right)^4 \leq \left[ \sum_{j=1}^{n} a_{j,3}(\alpha) y_{n+1-j} \right]^4 \leq \left[ \sum_{j=1}^{n} a_{j,3}(\alpha) \left( E[y_{n+1-j}]^4 \right)^{1/4} \right]^4
$$

$$
= O \left( (\log n)^{4-n^{2-4\alpha}} \right),
$$

$$
E[R_{5,n}] \leq \left[ \left( \tilde{d} - d \right)^2 \left( \sum_{j=1}^{n} c_j^{(2)}(h, d^*) y_{n+1-j} \right)^4 \right]^{1/2} = O \left( \sqrt{n^{-4}} \times \{\log n\}^{4-n^{2-4\alpha}} \right), \quad \text{as } n \to \infty.
$$

The cases of $D_1$ and $D_2$ can be obtained similarly because the order of sequences corresponding to $a_{j,3}(\alpha)$ is $o(\{\log j\}^{2-j^{-1/2-\alpha}})$. The case of the ARFISMA$(p, d, q)$ model can be obtained similarly because the coefficients of the partial derivatives consisting of $\beta$ are absolutely summable and decay exponentially.

O.11 Proof of Corollary 3.2 (p.10 and p.26)

We prove that Theorem 3.1 still hold if the model (1.1) is replaced by the model (3.19) and $\theta = c/\sqrt{n}$.  
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We borrow the notations of the proof of Theorem 3.1. Equations (A.19), (O.27) and (O.28) implies $E[R_{1,n}]^2 = o(n^{-1})$ uniformly in $\delta^* \in D_\delta$. Also, (3.8), (3.9), and (3.10) hold by Katayama (2006, Remark 3), and (A.19) and (O.25) hold which follows (A.11), (A.12), and (A.13). The remainder of the proof is obvious from the fact that $\delta_j$ does not depend on $d$, $\varphi_j(h, \delta^0) = O(\delta_j)$ as $j \to \infty$, and the last paragraph of the proof of Theorem 3.1.