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Abstract
The aim of this paper is to provide a critical and comprehensive reexamination of empirical evidence on the ability of the dividend yield to predict Japanese stock returns. Our empirical results suggest that in general, the predictability is weak. However, (1) if the bubble economy period (1986—1998), during which dividend yields were persistently lower than the historical average, is excluded from the sample, and (2) if positive autocorrelation in monthly aggregate returns is taken into account, there is some evidence that the log dividend yield is indeed useful in forecasting future stock returns. More specifically, the log dividend yield contributes to predicting monthly stock returns in the sample after 1990 and when lagged stock returns are included simultaneously.
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1 Introduction

The conventional present value relationship suggests that the “dividend yield” or “price-dividend ratio” is useful in explaining the behaviors of stock prices (see Campbell, Lo, & MacKinlay 1997, Chap. 7 for a review). Accordingly, there is a large literature examining the ability of the dividend yield to predict future stock returns. Empirical studies of US data include Fama & French (1988), Mankiw & Shapiro (1986), Stambaugh (1986, 1999), Lewellen (2004), Torous, Valkanov & Yan (2004), Campbell & Yogo (2006), Ang & Bekaert (2007), and Cochrane (2008) among others.

One of the main focuses of recent literature on this topic is reexamination of the statistical inference incorporating the fact that dividend yields are highly persistent processes. In the first half of this short paper, following the statistical procedure proposed by Campbell & Yogo (2006), we provide a comprehensive reexamination of stock return predictability using the dividend yield for Japanese data. Specifically, our paper follows the recent works by Lewellen (2004) and Campbell & Yogo (2006), who reexamine the predictive ability of the dividend yield by extending the “predictive regression” framework developed by Stambaugh (1986, 1999). Predictive regression implicitly assumes a version of the no-bubble condition. However, we suspect that such a no-bubble condition might have been violated in the latter half of the 1980s, during the so-called “bubble economy” period. In Section 2, we first estimate a univariate model of the dividend yield and find structural breaks around the bubble economy period. Hence, we apply the predictive regression framework for both the full sample and the subsample starting from the early 1990s and find that the predictive ability of the dividend yield seems to improve in the subsample result.

In the second half of the paper, we consider whether the dividend yield forecasts stock returns in the presence of other explanatory variables such as lagged returns. We find that the dividend yield tends to have higher explanatory power when lagged returns are included in the regression in Section 3. Section 4 concludes the paper.

2 The Predictability in the “Predictive Regression” Framework

2.1 The predictive regression framework

In this section, we reexamine the ability of dividend yields to forecast future stock returns by adopting the “predictive regression” framework employed
by Stambaugh (1986, 1999), Lewellen (2004), and Campbell & Yogo (2006). The literature starts with Stambaugh (1986), who considers the forecastability of stock returns in the following simple framework:

\begin{align*}
    r_t &= \alpha + \beta x_{t-1} + u_t \\
    x_t &= \gamma + \rho x_{t-1} + \epsilon_t
\end{align*}

(1) \hspace{1cm} (2)

where \( r_t \) is stock return and \( x_t \) is log dividend yield. Forecasting regressions typically include other forecasting variables such as the short-term interest rate and possibly its lagged values. However, the simple formulation above allows researchers to analyze the relationship more carefully and rigorously.

In an asset pricing model with the no-bubble condition imposed, the stock price is equal to the present values of future cashflows discounted by time-varying discount rates. Hence the conventional wisdom in finance suggests that the ratio of asset price to current cash flow, such as the dividend yield or PER, predicts future stock returns. However, statistical inference of such a predictive regression in practice is difficult for several reasons. First, because the stock price is much more volatile than the dividend process, the movement in log dividend yield \( x_t \) tends to be dominated by stock price movement. Second, because the stock price is very persistent and has a dominant effect on the dividend yield, \( x_t \) also exhibits strong persistence. Theoretically, the dividend yield \( x_t \) should be a stationary variable even if the stock price and dividend are both I(1) variables. However, in practice, it is often difficult to reject the null that \( x_t \) is a unit root process, i.e., \( x_t \) is a near unit root process. Finally, because the stock price affects both the stock return and the dividend yields, their error terms \( u_t \) and \( \epsilon_t \) will be negatively correlated. These issues are addressed in the previous studies mentioned at the beginning of this subsection.

2.2 Are Japanese dividend yields stationary?

A difficulty we face with the Japanese stock market data is the treatment of the asset price bubble in the late 1980s. The Tokyo market experienced dazzling asset price escalation for several years in the late 1980s followed by a sharp downturn at the beginning of 1990s. This large swing in stock prices resulted in a sharp decline and the subsequent rebound of dividend yields in this period as shown in Figure 1.

[Insert Figure 1 about here]
If a long historical data set is available, it can be considered a series of temporary deviations of stock prices from their fundamental values. However, given the limited length of reliable Japanese stock market data compared with the US and UK, a historical one-time event of this magnitude causes serious problems for statistical inference in the predictive regression framework, because the asset price bubble in the late 1980s makes the dividend yield series even more persistent. Theoretically, this suggests that we should consider the asset price bubble in the late 1980s to be different qualitatively from average episodes of excess volatility, therefore we assume that the no-bubble condition was violated in this period.

For this reason, in this paper, we deal with the “bubble economy” in the following manner. First, we estimate a univariate AR model for the log dividend yield and test for a possible structural break(s) to detect the period in which the no-bubble condition had been violated. In the second step, we examine the predictive ability of the dividend yield in equation (1) by applying the statistical procedure proposed by Campbell & Yogo (2006) to the subsample identified in the first step.

Table 1 presents the results of the structural break tests for the AR(1) model for the dividend yields. We report two types of critical values here. The first one is the critical values in Bai & Perron’s (1998, 2003) methodology, which allows multiple structural breaks at unknown points. We assume that there are no more than five structural breaks in the full sample. However, Bai & Perron’s procedure has a potential problem because it assumes that each subsample is stationary. Empirically, the dividend yields are highly persistent processes, so we cannot reject the null of a unit root even if we are convinced that it is a stationary process based on economic theory.

When Bai & Perron’s test procedure is applied to the full sample from 1970 to 2006, we find four or five statistically significant structural breaks. It is very difficult to justify this result because some of the subsamples are extremely short. Furthermore, it is unnatural that the dividend yield series has structural breaks every six to seven years. Therefore, in Table 1 we report the results for when Bai & Perron’s test is applied to the subsample starting in 1980, excluding early observations corresponding to the first oil crisis. The empirical results suggest that there are up to two structural breaks in this sample period. If only one break is allowed, the break point is at the end of 1989. If two breaks are allowed, these occur in the second half of 1985 and December 1989/January 1990.

[Insert Table 1 about here]
Since Bai & Perron’s test procedure yield such unstable results, we also employ the structural break test developed by Pierre Perron and his coauthors (Perron & Yabu 2009, Kejriwal & Perron 2008), which explicitly allows the possibility of nonstationarity in the subsample data. Applying the Kejriwal–Perron–Yabu break test to Japanese log dividend yields data produces somewhat different results from those using the Bai–Perron test discussed above. Both procedures find two break points before and after the stock market bubble in late 1980s, but the exact dates are different. Break points found by the Kejriwal–Perron–Yabu test are January 1987 and August 1990. Furthermore, the Kejriwal–Perron–Yabu procedure finds more significant breaks before the bubble in 1987 than after the collapse of the bubble in 1990.

Although investigating why these two break tests yield different break points is an interesting econometric question, answering it is beyond the scope of this paper. What is important in the current context is that, despite the differences in details, both the Bai–Perron and Kejriwal–Perron–Yabu tests find that log dividend yield has a break point after the collapse of the bubble in 1990. Hence, in the following empirical analysis, we mainly focus on the subsample starting from 1990.

2.3 Empirical results

Let us consider the statistical inference of $\beta$ in (1). In testing the significance of $x_{t-1}$ in predicting $r_t$, we have to take care of the near unit root problem of the dividend yield process $x_t$ and the correlation of error terms $\epsilon_t$ and $u_t$. Lewellen (2004) and Campbell & Yogo (2006) handled this problem by constructing a confidence interval for $\beta$, conditioned by the values of $\rho$. In particular, we closely follow the procedure of Campbell & Yogo (2006) in this paper who state that:

"A regression of stock returns onto a lagged financial variable has low power because stock returns are extremely noisy. If we can eliminate some of this noise, we can increase the power of the test. When the innovations to returns and the predictor variable are correlated, we can subtract off the part of the innovation to the predictor variable that is correlated with returns to obtain a less noisy dependent variable for our regression. (Campbell & Yogo 2006, p.29)."

The results of the DF–GLS test and the $Q$ test with the Bonferroni correction are presented in Table 2 and Figure 2. The test applied to the full
sample clearly rejects stock return predictability both at the monthly and quarterly frequency. The full sample monthly result even suggests the point estimate of $\hat{\beta}$ is negative. On the other hand, the sub sample period estimation using post-1990 data shows some improvements in predictability. The estimated $\hat{\beta}$ coefficients are much higher with the subsample results. The Bonferroni confidence intervals shown in Figure 2 suggest obvious improvements in predictive ability of the dividend yields in the 1990s subsample compared with the full sample, especially with quarterly data. However, the overall evidence is too weak to conclude that the dividend yield is a useful predictor even in the subsample estimate.

[Insert Table 2 and Figure 2 about here]

3 The Predictive Ability of Financial Ratios with Lagged Returns

It is rather disappointing that we cannot confirm the predictive ability of the dividend yield even with the recently improved statistical methods. However, this is unsurprising because, in our previous studies (Aono & Iwaisako 2008, 2009), we find that the most powerful predictor of aggregate Japanese stock returns is own lagged returns. While there are many potential forecasting variables, this leads us to the examination of the forecasting ability of dividend yields along with lagged returns.

Table 3 reports estimation results for regression (1) including log dividend yields and lagged returns as forecasting variables.

[Insert Table 3 about here]

In both the full sample and subsample results, lagged returns are positively correlated with current returns. This is consistent with the findings in our previous studies. In the full sample regression, the coefficient of the dividend yield is insignificant. In the subsample starting from 1990, the coefficient of the dividend yield is much higher than the full sample and statistically significant at the 5% level. Overall, our empirical result suggests that dividend yields are useful in predicting future stock returns only in the subsample after the bursting of the bubble.
4 Concluding Remarks

In this paper, we reexamined the predictive ability of the dividend yield using aggregate Japanese stock return data. Our empirical results suggested two important points. First, there is a structural break in the (log) dividend yield series at the end of 1989, induced by the asset price bubbles in the Tokyo market in the late 1980s. Hence, the evaluation of a predictive regression with Japanese data requires consideration of this point. Second, even with the subsample data after the bursting of the bubble in early 1990, the predictive power of the dividend yield is found to be significant only when it is included with lagged returns. In other words, the autocorrelation in aggregate stock returns has to be taken into account in evaluating the usefulness of forecasting variables using Japanese data.

Some important issues are left unexplored in this paper. First, there is ongoing debate about the stationarity/nonstationarity of dividend yields and the dividend payout process itself (Ang & Bekaert 2007; Cochrane 2008). In this paper, we implicitly assumed the conventional position that the stock price and dividend payout processes are nonstationarity, while dividend yields are stationary. Close examination of the stationarity of the dividend payout process with Japanese data is, however, still an important subject of the research. Second, we assumed the existence of autocorrelation in aggregate stock returns as a given statistical fact in our analysis in Section 3. However, the source of such autocorrelation is an important issue. Preliminary empirical results suggest that the lead-and-lag relationship runs from large stocks to small stocks in the sense of Lo & MacKinlay (1990a, b), and provides a reasonable explanation (Aono & Iwaisako 2009). Finally, we only considered the short-horizon predictability in this paper. Reexamination of the long-run forecasting regression and predictors other than dividend yields and lagged returns is the subject of our future research.

The predictability of aggregate stock returns is an old problem in finance. Yet there are many aspects of this topic that have not been fully explored using Japanese data. Examining the dividend yield as a forecasting variable, this paper found that when the autocorrelation of stock returns is taken into account and the sample is limited to after 1990 to avoid the asset bubbles in late 1980s, stock return predictability does exist. Still, there are many more things to be reexamined about the predictability of Japanese stock returns.
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Table 1
Structural Break Test for Univariate Dividend Yield Regression

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>break points</td>
<td>test stat.</td>
</tr>
<tr>
<td>One break</td>
<td>Dec. 1989</td>
<td>92.56*</td>
</tr>
<tr>
<td></td>
<td>(8.58)</td>
<td></td>
</tr>
<tr>
<td>Two breaks</td>
<td>Sep. 1985</td>
<td>96.35*</td>
</tr>
<tr>
<td>Three breaks</td>
<td>Sep. 1985</td>
<td>3.36</td>
</tr>
</tbody>
</table>

Bai & Perron’s (1998, 2003) multiple structural break test, and Perron–Yabu’s (2009) and Kejriwal–Perron’s (2008) test allowing an I(1) process are applied for log dividend yields. An asterisk (*) denotes that break points are statistically significant at the 5% level. In parentheses under the test statistics are the 5% critical values.
Table 2
Tests of Predictability

<table>
<thead>
<tr>
<th></th>
<th>obs.</th>
<th>$\hat{\delta}$</th>
<th>DF-GLS</th>
<th>95% CI: $\rho$</th>
<th>OLS $\hat{\beta}$</th>
<th>90% CI: $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Monthly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970:6-2006:6</td>
<td>432</td>
<td>0.646</td>
<td>0.145</td>
<td>[0.996, 1.004]</td>
<td>0.003</td>
<td>[−0.012, 0.003]</td>
</tr>
<tr>
<td>1990:1-2006:6</td>
<td>192</td>
<td>0.641</td>
<td>0.199</td>
<td>[0.989, 1.009]</td>
<td>0.034</td>
<td>[−0.020, 0.025]</td>
</tr>
<tr>
<td>(2) Quarterly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70:2Q-06:2Q</td>
<td>146</td>
<td>−0.716</td>
<td>−0.475</td>
<td>[0.981, 1.012]</td>
<td>0.022</td>
<td>[−0.024, 0.026]</td>
</tr>
<tr>
<td>90:1Q-06:2Q</td>
<td>65</td>
<td>−0.686</td>
<td>−0.873</td>
<td>[0.924, 1.013]</td>
<td>0.126</td>
<td>[−0.022, 0.128]</td>
</tr>
</tbody>
</table>

Bonferroni test based on DF-GLS test and the Q test. See Campbell & Yogo (2006) for the details. For OLS $\hat{\beta}$ and confidence intervals for $\beta$, we report $\hat{\beta} = (\hat{\sigma}_v/\hat{\sigma}_u)\beta$ where $\hat{\beta}$ is the coefficient when innovations are normalized to have unit variance (i.e., $\hat{\sigma}_v = \hat{\sigma}_u = 1$). $\hat{\delta}$ is the correlation between two innovations, hence $\hat{\delta} = \hat{\sigma}_{ue}/\hat{\sigma}_u/\hat{\sigma}_v$. 


Table 3
Stock Return Predictability with and without Lag Returns

<table>
<thead>
<tr>
<th></th>
<th>( (d - p)_{t-1}(\times100) )</th>
<th>( r_{t-1} )</th>
<th>Adjusted ( R^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>White</td>
<td>N-W</td>
<td>White</td>
</tr>
<tr>
<td><strong>Full sample</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.420</td>
<td></td>
<td>0.346</td>
</tr>
<tr>
<td>[S.E.]</td>
<td>[0.422]</td>
<td>[0.432]</td>
<td>[0.056]</td>
</tr>
<tr>
<td>[p-value]</td>
<td>[0.32]</td>
<td>[0.33]</td>
<td>[0.00]</td>
</tr>
<tr>
<td><strong>Subsample</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2.700</td>
<td></td>
<td>0.312</td>
</tr>
<tr>
<td>[S.E.]</td>
<td>[1.227]</td>
<td>[1.308]</td>
<td>[0.078]</td>
</tr>
<tr>
<td>[p-value]</td>
<td>[0.03]</td>
<td>[0.04]</td>
<td>[0.00]</td>
</tr>
</tbody>
</table>

Figure 1. Log Dividend Yield: January 1970 to December 2006
Figure 2. Bonferroni Confidence Intervals for Dividend Yield

These figures plot the 90% confidence interval for $\beta$ over the confidence interval for $\rho$, based on Q test. For monthly data, full sample is 1970:6–2006:6 and the subsample is 1990:1–2006:6. For quarterly data, full sample is 1970:3Q–2006:2Q and the subsample is 1990:1Q–2006:2Q.

(1) Monthly data

![Monthly Full Sample](image1)

![Monthly Subsample](image2)
Figure 2 (continued).

(2) Quarterly data

**Quarterly Full Sample**

**Quarterly Subsample**