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Evidence from Japanese LTV Ratios

Abstract

Using a unique micro dataset compiled from the real estate registry in Japan, we examine more than 400,000 loan-to-value (LTV) ratios for business loans to draw implications for the efficacy of caps on LTV ratios as a macro-prudential policy measure. We find that the LTV ratio exhibits counter-cyclicality through the business cycle. We also find that borrowers obtaining high-LTV loans performed no worse ex-post than those with lower LTV loans. Our findings imply that a fixed cap on LTV ratios might not only be ineffective in curbing loan volume in boom periods but also inhibit well-performing firms from borrowing.
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1. Introduction

The recent financial crisis with its epicenter in the U.S. followed a disastrous financial crisis in Japan more than a decade before. These two crises centered on bubbles in real estate prices that affected business loans secured by real estate and mortgages. In Japan banks mostly suffered from damage in the business sector, while in the U.S. large banks mostly suffered from damage in the household sector and smaller banks were significantly affected by damage in commercial real estate lending.

It is probably not an exaggeration to argue that these crises shattered the illusion that the Basel framework – specifically Basel I and Basel II – had ushered in a new era of financial stability. Following the first of these crises, the Japanese crisis, a search began for policy tools that would reduce the probability of future crises and minimize the damage when they occur. Consensus began to build in favor of countercyclical macro-prudential policy levers (e.g., Kashyap and Stein 2004), such as dynamic loan loss provisioning and a countercyclical capital buffer.2

More recently, however, the global financial crisis that spread from the U.S. casted doubt on the efficacy of some of these tools. Dynamic loan loss provisioning failed to prevent the Spanish banking crisis, with new evidence even suggesting that it may have promoted risk-taking (Illueca, Norden and Udell 2014). Likewise, doubts on capital requirements as macro-prudential tools have been raised in light of “leaks” in the banking system via shadow banking and other channels (Aiyar, et al. 2014).

In this paper, we focus on a macro-prudential policy lever of another kind – caps on LTV (loan-to-value) ratios. The LTV ratio, defined as L (loan amount) over V (value

---

2 This abstracts from an ongoing debate over the interaction of monetary and macro-prudential policies in achieving financial stability (e.g., Svensson 2012, Maddaloni and Peydró 2013).
of assets pledged as collateral), has long been used in loan underwriting as a measure of lenders’ risk exposure. Imposing a regulatory cap on LTV ratios in real estate-based lending has become one of the most prominent instruments in the macro-prudential policy toolbag (see e.g., FSB 2012). In fact, the caps have already been implemented in a number of countries.3 The caps are viewed as having macro-prudential impact through two channels (CGFS 2012): (1) “strengthen[ing] the resilience of the financial system” by decreasing loans’ probability of default (PD) and loss-given-default (LGD), which we call the risk channel in this paper, and (2) “restrict[ing] the quantity of credit by limiting the funding available for certain borrowers” to dampen growth in real estate prices, which we call the pricing channel.4

Our aim is to look retrospectively at LTV ratios in real estate-based lending in the business sector in Japan during the bubble period and the bust period that followed. Our goal is to analyze (counterfactually) the efficacy of a simple LTV cap in Japan in terms of the risk channel.5 Specifically we assess whether LTV caps would have counterfactually worked in Japan focusing on the type of loans most responsible for the systemic damage inflicted on the banking sector, i.e., business loans secured by real estate that ultimately resulted in a massive amount of bank charge-offs by Japanese banks.6

---

3 According to a survey conducted by the IMF in 2010, 20 out of 49 countries, especially those in Asia (Hong Kong, Korea, etc.) and Europe (Norway, Sweden, etc.), use caps on LTV ratios as a macro-prudential instrument (Lim, et al. 2011). Some countries do not directly impose hard limits on LTV ratios, but try instead to incentivize low LTV loans by setting lower capital charges on loans with lower LTV ratios (FSB 2011).

4 See section 2.1 for more on the objectives of LTV caps.

5 While we focus on a simple (i.e., unconditional) LTV cap, not all LTV cap regulations and proposals are of this form. Lim et al. (2011) shows that among 20 countries that impose caps on LTV ratios, 11 countries set fixed caps while 9 countries adopt time-varying caps. Some proposals advocate implementing LTV caps that change in a countercyclical fashion by linking them, for example, to housing prices (e.g., Crowe et al. 2013). Our analysis could be viewed as an investigation into whether simple LTV caps should be rejected in favor of conditional LTV caps.

6 Note that the current global debate on LTV caps outside of the Japanese context is centered on residential mortgages. We discuss the similarities and differences between LTV caps on business
Using data that includes detailed information on over 400,000 business loans secured by real estate extended from 1975 to 2009, we examine whether LTV ratios evolved in a pro-cyclical manner. We also compare the ex post performance of business borrowers with high versus low LTV loans in order to analyze whether a simple LTV cap would have limited the availability of credit to risky borrowers.

By way of preview our results suggest that a simple (i.e., unconditional) LTV cap would not have been effective if it had been (counterfactually) implemented in Japan during the bubble period. From our univariate tests that reach back to the beginning of the real estate bubble we find, surprisingly, that the LTV ratio was countercyclical, not pro-cyclical, at least until the early 2000s, suggesting that a simple LTV cap would not have been binding during the bubble period. This finding of pro-cyclicality holds even in a multivariate framework in which we control for loan, firm, and lender characteristics, and key policy variables.\(^7\) Also surprisingly we find in other tests that the ex post performance of high LTV loans was no worse than that of low LTV loans, and in some cases better, suggesting that imposing LTV caps is potentially harmful in some cases. Taken together, these results shed doubt on the effectiveness of LTV caps as a macro-prudential policy instrument.

To the best of our knowledge, our paper is the first empirical study that examines the efficacy of LTV caps using a loan level micro dataset.\(^8\) Because most previous studies of LTV caps used aggregate data (e.g., cross-country or city-level data), they

---

\(^7\) We note here that data limitations do not permit a multivariate analysis that spans the entire pre-bubble/post-bubble business cyclical as we conducted in our univariate analysis.

\(^8\) Igan and Kang (2011) (for Korea) and Laufer (2014) (for U.S.) use micro data to study the effect of LTV caps on residential mortgages on housing demand and pricing. Basten and Koch (2014) analyze the Basel III countercyclical capital buffer and its interaction with LTV caps on Swiss residential mortgage pricing. Unlike our paper these analyses of the LTV cap mainly focus on the pricing channel while we focus on the risk channel (see subsection 2.2).
could not evaluate the ex-post performance of borrowers that were (or would have been) rationed by an LTV cap. Thus our paper contributes to the ongoing debate on the efficacy of LTV caps as a macro-prudential policy tool by providing evidence on its potential drawbacks.

The remainder of our paper is composed as follows. The next section provides some context for our analysis by discussing the objectives of LTV caps and the differences in the caps on mortgages and business loans. Section 3 provides details on our data. Section 4 analyzes the cyclicality of LTV ratios. Section 5 investigates the ex post performance of high LTV loans. Section 6 concludes the paper with some policy implications.

2. The context: LTV caps and our analysis

2.1. The objectives of LTV caps

The main goal of macroprudential policies is “to reduce systemic risk, defined as the risk of widespread disruptions to the provision of financial services that have serious negative consequences for the real economy” (CGFS 2012). In this regard macroprudential policy focuses on market, or economy-wide, interactions, which contrasts with microprudential policy focusing on the risk of individual financial institutions, taking the rest of the market/economy as given. To reduce systemic risk, there are two objectives of macroprudential policy (which are not mutually exclusive): (i) strengthening the resilience of the financial system to economic downturns and other

---

9 This section owes much to CGFS (2010, 2012).
aggregate shocks, and (ii) limiting the build-up of financial risks (by “leaning against the financial cycle”) (CGFS 2010).

Among the various policy instruments that might accomplish these objectives, LTV caps are one of the tools that attract much attention. The caps are designed to function through two main transmission channels (CGFS 2012). In the first channel, which is to meet objective (i) above, LTV caps are expected to increase the resilience of the banking system by directly decreasing both the probability of default (PD) and the loss-given-default (LGD) of the banking industry’s loan portfolio. Claims are often made that the surges in real estate prices that accompany credit booms invite excessive risk-taking by banks using high LTV loans underwritten with lax bank lending standards (e.g., Borio et al. 2001; Berger and Udell 2004). Through the imposition of an LTV cap, regulators seek to reduce banking industry risk exposure and thereby minimize systemic risk. In this paper, we briefly call this channel, the risk channel of LTV caps.

The second transmission channel of an LTV cap is to meet objective (ii) through its “impact on the credit cycle” (CGFS 2012). LTV caps restrict the quantity of credit by limiting the funding available for certain types of borrowers, and so they can potentially reduce land/housing demand and hence their prices. Theoretical work by Stein (1995) shows that LTV ratios play an important role in amplifying shocks to borrowers and to the housing market. Consistent with this prediction, empirical studies have consistently found that the effects of income shocks on house prices and/or mortgage borrowing are larger in countries/cities and in periods where LTV ratios are

---

10 In addition to these two mechanisms, CGFS (2012) also discusses the effectiveness of macro-prudential instruments by changing market expectations (expectations-based effects).
11 There are some studies that examine welfare implications for introducing LTV caps (see, for example, Quint and Rabanal 2014 and references therein).
higher, suggesting that the strength of a “financial accelerator” mechanism is positively associated with LTV ratios (Lamont and Stein 1999, Almeida et al. 2006, Lim et al. 2011). Imposing caps on LTV ratios might constrain this accelerator mechanism. For brevity, we call this channel that works through real estate prices the *pricing channel*.

The effectiveness of LTV caps through the risk channel and/or through the pricing channel is ultimately an empirical question. However, there is a paucity of empirical work in this regard. The present paper is to address a big component of this gap.

**2.2. LTV caps on residential mortgages vs. LTV caps on business loans**

While the current debate on LTV caps is centered on residential or commercial mortgages, we focus on LTV ratios in business lending. We believe that this focus is interesting for two important reasons.

First, LTV caps can be applied (theoretically) to many other types of loans secured by real estate. In most countries real estate is very often pledged as collateral in general business lending, especially for small and midsized enterprises (SMEs), even when the purpose of the loan is not to purchase the real estate itself (Berger and Udell 2006, Beck et al. 2008). In Japan as well, loans secured by real estate are the most common form of business lending. Lenders use LTV ratios in underwriting these loans just as they do in residential mortgage underwriting and so it is just as feasible to apply LTV caps to other types of lending secured by assets other than real estate, e.g., consumer lending to finance automobile purchases, and business loans lent against accounts receivable, inventory and equipment (Berger and Udell 2006). For these types of loans lenders typically set policies on LTV ratios as part of their underwriting standards. Although we do not have precise figures on the fraction of SME loans that are secured by real estate, the fraction of SMEs that pledged real estate collateral to any lender was 51.9% during 2007-2010 based on the database used in this paper (see Ono et al. 2015). The figure might have been even higher during the bubble period, because the Japanese government has urged banks to avoid an “excessive” reliance on collateral and personal guarantees when extending loans to SMEs since 2003 (see subsection 4.2.5).
business loans secured by real estate. In fact, some countries (e.g., Singapore) now impose LTV caps irrespective of the types of loans (CGFS 2012, Lim et al. 2011).

Second, and more importantly, the relevant counterfactual in the context of the Japanese financial crisis in terms of macro-prudential policy tools is whether LTV caps would have worked in business lending. As mentioned above, excessive bank risk-taking through loans secured by real estate is considered one of the primary causes of the credit bubble and the bad loan problems in Japan (e.g., Ueda 2000). During the bubble period, banks were thought to have underwritten high-LTV business loans with lax lending standards anticipating surging real estate prices (e.g., Yoshida 1994). Thus, analyzing the (counterfactual) efficacy of an LTV cap in business lending in Japan addresses directly the issue of whether this macro-prudential policy tool might have worked in preventing the financial crisis that wreaked havoc on the world’s second largest economy.14

However, we will be careful to qualify the applicability of our findings in the business sector to the efficacy of LTV caps on residential and commercial mortgages. Among the two channels of caps on LTV ratios indicated above, the risk and the pricing channels, our analysis of LTV caps on business loans in Japan will necessarily be concentrated only on the former, i.e., on whether simple LTV caps in business lending would have dampened the build-up of systemic risk in the banking system. This is because for most loans in our sample, the purpose was not to finance the purchase of the real estate that secures the loan – even though the loan was secured by real estate. Thus,

14 The Japanese government did consider introducing LTV caps for loans secured by real estate in the early 1990s to deal with the real estate bubble (Council of Land Policy 1990). In hindsight, however, only a ceiling on the amount of loans to real estate firms was implemented. We control for this policy in our analysis (see subsection 4.2.5).
any effect on demand for, or prices of, real estate, is, at most, indirect.\textsuperscript{15} While our data are not well-suited to analyze the pricing channel, they offer a unique opportunity to analyze the risk channel.\textsuperscript{16}

3. Data and the definition of LTV ratios

3.1. Data

Our data contain 420,889 total observations on collateral registrations during the period from 1975 to 2009. Our dataset is constructed from a very large database on Japanese firms compiled by the Teikoku Databank (TDB), the largest credit information provider in Japan. The sample firms in this database are mostly SMEs, because SMEs are the target for TDB’s credit research.\textsuperscript{17} The database contains very detailed information on the collateral registrations which TDB extracts from the official real estate registry. This registry is based on the Real Property Registration Act, and compiles information on each piece of real property regarding its description (e.g., specifications on property and related buildings), associated property rights (e.g., ownership and security interests), and any transfer and/or termination of rights that are also recorded in this official registry.

For any real property owned by a firm or its CEO, TDB acquires from the official registry its address, acreage, type of land (e.g., building site or paddy field), type of

\textsuperscript{15} On the pricing channel, some studies on residential mortgage investigate or casually report the relationship between lending and property prices, and thereby examine the implications of imposing an LTV cap on the credit cycle, although they rely on aggregated data and/or they only check bivariate correlations (e.g., Gerlach and Peng 2005, Iacoviello 2005, Igan and Kang 2011, Barlevy and Fisher 2012, Vandenbussche et al. 2013, Kuttner and Shim 2013).

\textsuperscript{16} In one test we use a subset of our loans to offer some results that may be suggestive in terms of the pricing channel.

\textsuperscript{17} Given that the TDB dataset covers almost one third of the entire universe of firms in Japan (see Ono et al. 2015) and that SMEs dominate the business sector in Japan – as in virtually every other economy – our sample is likely representative of the Japanese business sector.
building (e.g., office, residential or industrial), its ownership, and most importantly for our analysis, whether it is pledged as collateral. Collateral information collected by TDB includes the claim holder(s), the debtor(s), the amount of loans against which the collateral is pledged, and the date it was registered.\footnote{Because our sample firms are mostly small and medium-sized firms, most of the loans are not syndicated loans that are typically targeted for large borrowers.}

Unfortunately, TDB does not collect some of the information contained in the official real estate registry. It does not collect information on seniority when there are multiple claim holders (i.e., first, second or lower liens), so we assume that a claim holder is senior if the date of its registry predates those of the others.\footnote{If there are multiple registrations at the same date, we assume that they have the same priority.} Also, TDB only records registration information that is effective when it conducts credit research on the firm, so registration information is erased from the TDB database, and we cannot trace the history of registration information for a piece of property. Finally, the TDB database does not specify whether a piece of real estate that is pledged as collateral is associated with a business loan or a loan to the CEO/owner to finance a residence, so we distinguish them using other information.\footnote{Specifically, we first classify all of the loans secured by ne-tanpo (see below) as business loans, because ne-tanpo is usually not used for residential loans. Second, loans are also classified as business loans if their debtors are firms (not their CEOs). Third, if the debtor(s) are the firm’s CEOs or board members, we then check whether the firm uses the related personal property as collateral. If this is the case, we classify them as business loans. Finally, if information on the identity of debtors is not available, we exclude the observation from the sample because it is difficult to determine whether the relevant loan is a business loan or a residential one. The number of observations thereby identified as residential loans is 37,352. Ono et al. (2013) discuss the evolution of LTV ratios for these residential loans.}

In Japan, collateral takes one of two types: ordinary collateral and ne-tanpo. The former is like collateral pledged in other countries, but the latter, also frequently used in Japan, is different. It is associated with repeated lending such as loans for working capital. As the label implies ("ne" means root and "tanpo" means collateral), once ne-tanpo is
pledged, it remains pledged to the lender and will automatically secure any future loans extended by the same lender to the borrower up to a specified maximum, until its registration is “released” (i.e., terminated).\textsuperscript{21} Thus, the loan balance secured by \textit{ne-tanpo} fluctuates (or revolves), although the property that is pledged stays the same. The main motivation to use \textit{ne-tanpo} is to avoid the collateral-related transactions cost for serial borrowings in the spot market. We can identify whether a piece of collateral is \textit{ne-tanpo}.

Although the richness of the information on real estate registrations in the TDB database is unprecedented in the literature, there are several caveats to using these data that stem from sample selection. First, TDB’s database neither covers all of the real estate that a firm (and its CEO) owns, nor covers registration of all sample firms. For firms in its database TDB always collects registration information on a firm’s headquarters and its CEO’s residence, but data on the other real estate that the firm or its CEO possesses is generated on demand only. Also, TDB’s research on the real estate registry is mandatory for SMEs, but for listed and/or large firms (those with the amount of equity capital larger than 100 million yen (roughly $1.25 million) and with the number of employees larger than 100), the research is again made on demand only.

Second, and most importantly, although we have data on collateral from 1975 to 2009, we only have pre-2008 data if they appear in the most recent credit report that TDB compiled during the period from 2008 to 2010.\textsuperscript{22} To put it differently, all of the registrations in our sample consist of those that existed in the registry from 2008 to 2010.

\textsuperscript{21} There is no automatic expiration date for \textit{Ne-tanpo}, and unlike lines of credit, \textit{ne-tanpo} is not associated with a specific commitment to lend in the future.

\textsuperscript{22} We do have some observations for collateral that was registered before 1975 and after 2009, but we do not use them because of the small number of observations.
and so those registered before 2007 are included only when they remained registered until at least 2008. Thus, our data are synthetic in the same sense that Petersen and Rajan’s (2002) data are synthetic. In some cases TDB conducted credit searches on a firm several times during the 2008-2010 period. In such cases, we only use the most recent data, because changes in the names of the addresses (e.g., street and city names), which most likely occur because of municipal mergers, make it difficult to track the same land in constructing our panel data set.

This cross-sectional-like nature of our data has two shortcomings. First, we cannot exploit data variation in time series dimensions to control for loan, borrower, or lender fixed effects. Second, we might suffer from a survivorship bias problem. In our dataset, “bad” firms that went bankrupt and were liquidated before 2008 are not included. Registration information on repaid “good loans” that were removed from the registry are not included as well. In our regressions, we try to address these shortcomings by controlling for as many firm- and loan-characteristics as possible.

We use information on LTV ratios for our 420,889 total observations on collateral registrations from 1975 to 2009. These observations are to be used for the univariate analysis (section 4.1). For a subset of 59,125 of these firms, we also have financial statement information. This subset of 59,125 observations is used in our regression analyses (section 4.2). In Figure 1 we report the number of observations per year used

---

23 A collateral registered in 1999, for example, would be removed from the TDB database if the loan was paid off and the security interest in the property was terminated as a result. Likewise a bankrupt firm would be removed.

24 Petersen and Rajan (2002) use data on the year a firm began a relationship with a given lender, but the data set is conditioned on the firm existing in a specific later year (year 1993) where the information is obtained. Thus, firms that did not survive until 1993 are not included in their sample.

25 We have additional variables for lender characteristics from lenders’ financial statements, but the statements are available for a smaller number of observations. However, even when we add
in both our univariate and regression analysis. This provides an indication of the magnitude of our missing observations that might drive a survivorship bias. The figure shows that the number of observations for our univariate analysis at the beginning of the sample period is roughly one-third the size of our sample at the end, but even for the first years, we have more than 5,000 observations. The sample size is smaller for our multivariate analysis, but the characteristics of the sample in terms of its sample size are similar.

3.2. Definition of LTV ratios

LTV ratios are defined as the ratio of the amount of a loan, either being extended or committed (maximum), to the current value of real estate being pledged as collateral. It represents the exposure of each lender, because if the value (V) decreases by 1-LTV percent, then the lender may suffer a loss given default if the debtor has a negative equity position.

To calculate the LTV ratios, information about the numerator (L) is available from the TDB database as explained above. We calculate V, the denominator, by multiplying the acreage of the related land (also from the TDB database) by an estimated per-acreage price of the land. We estimate the land price using a hedonic model, an approach widely used in real estate economics. This approach assumes that the price of a parcel of land is the sum of the values of its attributes such as size, floor area ratio, physical distance to a metropolis in the region, etc. We start with the dataset Public Notice of Land Prices (PNLP) compiled by the Land Appraisal Committee of the Ministry of Land, Infrastructure, Transport and Tourism of the Government, and estimate a hedonic
model in which the log price of land (taken from the PNLP) is a function of different explanatory variables. Using the parameter estimates from this estimation, we project (predict) the current price of each piece of land in our dataset based on its characteristics from the TDB database. For more details on the estimation of V, see Appendix A.

The calculation of the LTV ratio becomes more complicated when there are multiple loans and multiple lenders with different levels of priority. For example, even in a simpler case where there are multiple loans secured with the same land, the LTV ratios of junior loans need to take into account the amount of senior loans. We provide an illustrative explanation on how we calculate the LTV ratio in these and other cases in Appendix B.

Our LTV ratios based on registration information are *origination LTV ratios*, i.e., those based on the L and V at the time of loan origination. Using the origination LTV ratio is appropriate for two reasons. First, from a bank management point of view this is the relevant ratio in loan underwriting. Second, the policy debate principally relates to LTV caps imposed at the time of origination.

It is worth mentioning that although buildings are commonly pledged as collateral in Japan together with the land on which they are built, we have no information on the value of buildings, and so our analysis is confined to land value only. To some extent,

---

26 The explanatory variables in this estimation are the log size of the land, the regulatory upper limit of the floor area ratio, the Euclidean distance of the land to the highest price piece of land in the same prefecture, the square term of the Euclidean distance, the Euclidean distance of the land to the highest price piece of land in the same city, the square term of the distance, the latitude of the land and its square term, the longitude of the land and its square term, and dummy variables representing the type of land district (i.e., whether the land is located in a residential, commercial, or industrialized district). We run a regression for each combination of land district type (3 types: residential, commercial, or industrialized), year (35 years: from 1975 to 2009), and region (either 47 prefectures or 15 regional units), which resulted in the total of 3,813 estimated regressions.

27 We cannot directly use the PNLP because its scope is limited and it does not provide us with the prices for the particular pieces of land that our sample firms pledge as collateral.
this is not likely to be a serious problem because in practice bankers in Japan have historically put less emphasis on the value of buildings than land as collateral. This is because in Japan, the value of buildings depreciate relatively rapidly, presumably because the market for used buildings is not very liquid, and their durable years are much less than in Europe or the U.S.\textsuperscript{28} However, to control for any potential bias due to a lack of information on the market value of buildings, we will control in the regression analysis for the book value of the buildings (see below).

4. Cyclicality of LTV ratios

In this section, we address the primary focus of our paper – the efficacy of an unconditional LTV cap as a macro-prudential policy tool, by examining cyclical changes in LTV ratios and their determinants. Recall that a necessary condition for an unconditional LTV cap to be effective is the existence of pro-cyclical behavior in the LTV ratio. After providing some background information on Japanese aggregate business activity and Japan’s land price bubble, we explore the evolution of LTV ratios over the Japanese business cycle in section 4.1. In section 4.2 we report the results from our multivariate analysis that controls for, among other things, survivorship bias.

\textsuperscript{28} The Council for Social Infrastructure (2005) reports that in Japan, residential houses lose their physical integrity within 31 years on average, which is far shorter than 44 years in the U.S. and 75 years in the U.K. Regarding commercial property (e.g., office buildings), we don’t have any specific evidence justifying this practice of devaluing buildings by bankers. However, it is likely that the depreciation of commercial property in Japan relative to the rest of the world maps the relatively rapid depreciation of residential property in Japan.
4.1 LTV ratios over the business cycle: Univariate analysis

4.1.1 Background information: The business cycle and the bubble

In order to provide some context for our analysis of the evolution of LTV ratios in Japan, we first take a brief look at the Japanese business cycle and the land prices using macro statistics. Figure 2 shows the time-series path of the real GDP, the average land price, and the stock of bank loans outstanding, and the so-called “bubble” period from late 1980s to early 1990s is shaded. The spike in land prices at the end of the bubble period is especially remarkable. During this period, real GDP grew at a faster pace than in the pre-bubble period, and the growth rates of land prices and bank loans were even higher than the rate of real GDP growth.

After the bubble burst, Japan encountered several expansions and recessions and real GDP grew at a substantially lower rate than in the bubble period. Bank loans exhibited a similar cyclical pattern, but they decreased on average rather than increased after the bubble burst. Land prices showed a steady decline over these twenty years, finishing with a price level comparable to that in the early 1980s.

4.1.2 Cyclicality of loans, land values, and LTV ratios

We begin our analysis by first examining separately the evolution of the numerator and the denominator of the LTV ratio, i.e., the amount of loans originated (L) and the estimated value of the collateralized land (V). We then turn to the evolution of the LTV ratio (L/V) itself.29

Figure 3 shows the changes in the 25, 50, and 75 percentiles of our L and V through the business cycle. The respective patterns of the evolution of L and V are not

29 Note that our L that is at the loan level is inevitably in flow terms, while the amount of loans outstanding that is at the aggregate level in Figure 2 is in stock terms.
particularly surprising – both are pro-cyclical. They each have an increasing trend until around 1991 when the asset price bubble burst in Japan, and a decreasing one until the mid-2000s. They go up afterwards, with the increase in the loan amount larger than the increase in the land value. These changes are on balance consistent with the findings using macro statistics in Figure 2, and the finding of pro-cyclical lending is consistent with the existing evidence (e.g., Borio et al. 2001, Berger and Udell 2004).

Now we turn to the LTV ratio, the key focus of our analysis. Figure 4 shows the LTV ratio by percentile (25th, 50th, and 75th percentile). Notwithstanding that its numerator and denominator fluctuate in a pro-cyclical manner, the LTV ratio clearly exhibits counter-cyclicality, at least until early in the 2000s when it disappears. Our finding is striking in the sense that it is inconsistent with conventional wisdom on lax lending standards during the bubble period in Japan. The counter-cyclicality of the LTV ratio until the early 2000s is not driven by the stickiness of the land prices because as shown above, V indeed exhibits pro-cyclicality. The fact that loans and land values are both pro-cyclical diminishes concern that the counter-cyclicality of the LTV ratio is just an artifact of data problems.

Although our focus is not on the absolute level of the LTV ratio, the observed median LTV being greater than one might seem surprising. However, as we noted above, we do not (cannot) include the market value of buildings which are also often pledged as collateral as well. We address this problem in our multivariate analysis below by including the book value of buildings (from firm balance sheets) as a control in our regressions.

Relatedly, we note that the lack of market values on buildings in the denominator of the LTV ratio will not likely change our main conclusion that LTV ratios are
counter-cyclical. It is quite likely that the value of buildings will follow a pro-cyclical pattern similar to land values, and thus likely that they will be high (low) in the boom (bust) period, although they might be less pro-cyclical than land values. Therefore, even if we could include the value of buildings in the denominator, it would change the counter-cyclicality of LTV ratios only quantitatively (and not qualitatively).

4.1.3 Discussion

One possible concern in our analysis might be that the counter-cyclicality of the LTV ratio is driven by a survivorship bias inherent in our data. As noted above, our sample firms are those that survived until 2008 or afterwards, and so the LTV ratios in earlier years could be associated with longer-lived firms that are likely to be more creditworthy. However, if such a survivorship bias existed in our data, the LTV ratio should have a monotonically decreasing trend reflecting the change in the mix of firm quality over time; that is, for better-quality firms that dominate the earlier periods, banks would be willing to lend more for the same amount of collateral, ceteris paribus. This is not the case in Figure 4. Thus, to be problematic for our analysis the survivorship bias problem must be limited to the bubble period which seems unlikely. Our data do not allow us to directly rule out this possibility. However, subsequent analysis on ex post performance (Section 5.2) does confirm that among those loans that survived until 2008, high LTV borrowers exhibited better, not worse, performance than low LTV borrowers.

There might still be other forms of survivorship bias that might affect our findings in the other direction. For example, high quality firms might demand less credit because they have more internal resources, and thus tend to have low LTV loans. To account for any bias, we will include below a variety of controls for loan, borrower, and
lender characteristics – and see if the counter-cyclicality observed in our univariate analysis still survives.

Another possible criticism of our methodology is that lenders might take into account expected future land values when underwriting loans, which makes it inappropriate to use as \( V \) the current value of land as we did above. To address this concern, we calculate and compare the LTV ratios under two different alternative definitions of \( V \). The first definition is the land value evaluated one year later, \( V(t+1) \), which benchmarks the case where lenders could perfectly foresee and underwrite their loans based on the value of land realized one year later.\(^\text{30}\) The second definition uses a \( V \) that is interpolated from its previous year’s growth rate, i.e., \( V(t-1) \cdot \{V(t-1)/V(t-2)\} \), which assumes a naive prediction based on its past values. Under either of these alternative definitions of \( V \) the LTV ratios still exhibit almost similar counter-cyclicality as shown in Figure 4. Thus, our finding of counter-cyclical LTV ratios is robust to different assumptions about \( V \).\(^\text{31}\)

Our finding of counter-cyclical LTV ratios is not entirely inconsistent with findings elsewhere. In fact, our finding is consistent with one of the conclusions in Goodhart et al. (2012). In a general equilibrium model, they calibrate the effects of different macro-prudential policy measures on credit expansion and house prices. Regarding LTV caps, they conclude that a large increase in asset prices in a boom lowers the LTV ratio making it difficult to “lean against the wind to reduce the credit expansion and house prices in the boom via regulation” (Goodhart et al. 2012, p.42).

\(^{30}\) Using \( V(t+1) \) might also be appropriate because there might be a lag in reporting the land price in the data that we used to predict land values (i.e., PNLP).

\(^{31}\) See Ono et al. (2013, subsection 3.1.3.) for these results.
There is also empirical evidence that is consistent with our finding. In Japan, the Bank of Japan (2012, Chart IV-3-10) shows an increasing trend in the evolution of LTV ratios in the residential mortgage market during the period 1994 to 2009. In the U.K., the FSA (2009, Exhibit 4.1) reports that average origination LTV ratios for home purchases generally fell from 1997 to the late 2000s, especially during the credit boom period. In the U.S., Justiniano et al. (2015, Figure 1.2) find that residential mortgage LTVs remained unchanged during the housing boom until 2006, and then spiked after the collapse of housing prices. Campbell and Cocco (2014, Figure 1) report that origination LTV ratios for residential mortgages were stable from 1984-2008. Using U.S. data from 1998-2008 Glaeser et al. (2013, Table 7.13) report that cumulative origination LTVs ratios (using the sum of the loan amounts of up to three mortgages as the numerator) are fairly stable over time, but that origination LTV ratios for first lien residential mortgages are counter-cyclical. Although the markets (residential vs. business loans) and the variable definition (post-origination, at-origination or otherwise) are different, our findings are overall consistent with the findings in these papers.32

The counter-cyclicality of the LTV ratio means that bank risk exposure was decreasing, not increasing, during the bubble period in terms of current (real time) pricing (at least conditional on lenders lacking contemporaneous knowledge of being in a bubble period). This finding implies that banks in Japan did not take excessive risk during the bubble period and suggests that a simple cap on the LTV ratio as a macro-prudential measure may not have worked as a binding constraint on bank lending.

32 Note that the U.S. evidence is immune to survivorship bias because these studies either use aggregate data (Justiniano et al. 2015 and Campbell and Cocco 2014) or the universe of micro data (the 89 U.S. metropolitan areas in Glaeser et al. 2013).
4.2 Cyclicality of LTV ratios: Multivariate analyses

4.2.1 Methodology and main variables

In this section, we investigate whether the counter-cyclicality of LTV ratios found in section 4.1 still holds after controlling for a variety of factors. This control is important to address the potential survivorship bias that is inherent in our data because our data are synthetic in nature and because older data are associated with longer-lived borrowers (see section 3.1). To perfectly control for this bias, we would need data for non-survivors – which we do not have. However, we have rich information on loan, borrower, and lender characteristics, so we can examine the cyclicality of the LTV ratios after controlling for these characteristics. To the extent that counter-cyclicality disappears by this control, what we found in the previous section is an artifact of differences in the loan-, borrower-, and/or lender-characteristics in different years, part of which might stem from the survivorship bias. However, to the extent that it does not disappear, we can confirm that the LTV ratios are indeed counter-cyclical. Because the LTV ratios are one of the key contract terms set by lenders, this regression also indicates how lenders determine the ratios.

Table 1 shows variable definitions and summary statistics for the variables that we use in the multivariate analysis except for the registration year dummies that are summarized in Figure 1. Our dependent variable is the LTV ratio. The main independent variables of interest are the registration year dummies \( \text{YEAR1991-2009} \), with 1990 as the default. We also use our controls for loan, borrower (firm), and lender characteristics, some of which will be explained in subsection 4.2.2. We focus on whether the year dummies exhibit the same counter-cyclicality after controlling for all of these factors.
Because LTV ratios measure risk exposure, it is intriguing to examine their determinants not only for average LTVs but also for relatively high or low LTV ratios. We thus run three quantile regressions rather than OLS regressions: median (50 percentile (p50)), 10 percentile (p10), and 90 percentile (p90) regressions. Focusing on median is better than focusing on mean because as Table 3 shows, the mean LTV ratio (7.7) is relatively higher than the median (1.4), suggesting that there are outliers with large LTV ratios.\footnote{When we run OLS regressions after dropping observations that fall in 1% tails of the LTV distribution, the results (not reported) are qualitatively the same as those of the median regression below.}

To deal with the simultaneity bias, we use the borrower and lender characteristics variables as of one year prior to the origination/registration of the loans. Data limitations regarding many of our independent variables preclude us from running, the regression from 1975, the initial year for which we can calculate LTV ratios. All of our variables are available beginning in 1989. In order to take one year lags, our sample period for the regression analyses begins in 1990 and ends in 2009.

\textbf{4.2.2 Loan characteristics}

Our first control for loan characteristics is a dummy variable for ne-tanpo ($L_{\text{netanpo}}$). As explained in section 3.1, we have two types of collateral in our data set: ordinary one and ne-tanpo. Ne-tanpo allows banks to take collateral in anticipation of loans that might be committed to in the future. Table 1 shows that 66% of our sample loans are ne-tanpo loans. Because loans secured by ne-tanpo are usually used to raise working capital, $L_{\text{netanpo}}$ is a proxy for short maturity. Both positive and negative signs are expected on this variable depending on the term structure of interest rates and the riskiness of borrowers to which banks demand ne-tanpo.
We also use four dummy variables to capture loan priority ($L_{PRI-4}$, the default case is the fifth or lower priority). Because the payoff sensitivity of junior loans (like second mortgage home equity loans in the U.S) to changes in the value of the underlying real estate is greater than the sensitivity of senior loans, LTV ratios may be different for these loans controlling for risk and assuming comparable demand. In Table 1, we not surprisingly find more senior loans than junior ones in our sample.

4.2.3 Firm characteristics

Our firm controls are the natural logarithm of sales ($F_{lnSALES}$), profitability ($ROA$: the ratio of operating profit to total asset), the capital-asset ratio ($F_{CAP}$), and firm age ($F_{AGE}$), which proxy for firm risk, performance and transparency. We also expect that these variables control for the potential survivorship bias in our data.

We also include the ratio of buildings to total assets ($F_{BUILD}$), based on the balance sheet information to address the possible bias stemming from the non-availability of the market value of buildings in the denominator of the LTV ratio. In the presence of such a bias, $F_{BUILD}$ is expected to have a positive coefficient.

Finally, to control for region- and industry-specific factors that might affect LTV ratios, we use nine regional dummies ($F_{REG1-9}$, Hokkaido/Tohoku is the default ($=F_{REG0}$)), and seven industry dummies ($F_{IND1-7}$, other industries is the default ($=F_{IND0}$)).

4.2.4 Lender characteristics

Lender controls include a dummy variable for whether the lender is the main bank ($BK_{MAIN}$), defined as the lender listed at the top of TDB’s list of lenders that the firm
transacts with. Because main banks are generally considered to take more credit risk than non-main lenders, we expect a positive coefficient on BK_MAIN.

We also use six lender type variables. Regional banks (including second-tier regional bank), indicated by BK_TYPE1, are middle-sized regional lenders that operate in a specific region. Shinkin banks (BK_TYPE2) and credit cooperatives (BK_TYPE3) are small cooperative financial institutions that operate in yet smaller regions. For some sample firms their main bank is a government-affiliated financial institution, which is indicated by BK_TYPE4. BK_TYPE5 indicate other banks, security companies, or insurance companies, and BK_TYPE6 indicate that the lender is other than these financial institutions (i.e., non-banks, credit guarantee corporations, non-financial firms, etc.). The default is city banks (BK_TYPE0: not used in the regression), the largest banks in Japan by size, all of whom operate nationwide. These variables help control for any risk appetite that might vary by bank type.

4.2.5 Policy variables

In addition to loan-, borrower-, and lender-characteristics, we add dummy variables to control for two policy initiatives that might affect the level of LTV ratios. The first is a policy measure that placed a ceiling for all banks on the aggregate amount of loans to real estate firms. The Ministry of Finance introduced the ceiling in 1990 to curb the booming lending to real estate firms and removed it in 1991 (Uemura 2012). We use a dummy, PL_CEILING, that takes a value of one if the registration year is either 1990 or 1991 and the borrower is a real estate firm. We expect that this variable to have a negative coefficient.

---

34 The banks on the list are ordered based on their importance as subjectively determined by TDB.
35 See Uchida and Udell (2014) for bank types in Japan.
The second initiative is the 2003 *Action Program on Relationship Banking* imposed by the Financial Services Agency (FSA) in Japan, through which the FSA requested that regional banks, Shinkin banks, and credit cooperatives avoid an “excessive” reliance on collateral and personal guarantees when extending loans to SMEs. The dummy variable *PL_ACTION* takes a value of one if the registration year is 2004 or later, and if the lender type is one of the above three. To the extent that banks responded positively to the request and became more willing to lend without taking collateral, we expect a positive coefficient on *PL_ACTION*.

### 4.2.6 Results

Table 2 shows the regression results. Column (A) reports our baseline results using the median (50 percentile) regression, and Columns (B) and (C) report the results for the quantile regressions at the 10 percentile (for lower LTV ratios) and 90 percentile (for higher LTV ratios). At first glance, we can confirm that in each column, most of the variables are significant and reflect their expected signs.

The key finding here is that the year dummies in each column consistently exhibit an increasing trend in the LTV ratios from 1993 or 1994 to 2009 (as compared to 1990). This means that the LTV ratios in the midst of, or just after, the bubble period were low compared with those afterwards. This finding is consistent with the counter-cyclical LTV ratio that we found in our univariate analysis (Figure 4). We note that our multivariate results now control for a variety of factors that might also affect the LTV ratio and that also control for potential survivorship bias. Irrespective of observable loan, firm, and lender characteristics, banks in Japan during the bubble period did not lend more aggressively (in terms of their risk exposure as measured by LTV ratios). Rather, the increase in the value of collateral during the boom was more than offset by the
increase in the loan amount. Again, this finding casts doubt on the effectiveness of a simple LTV cap as a macro-prudential tool.

If we compare the results for different percentiles, we find that the coefficients for the year dummies are smaller in the smaller percentile regressions. This finding suggests that the magnitude of the counter-cyclicality of LTV ratios is modest for lower LTV ratio loans, while it is amplified for higher LTV ratio loans. Because regulatory caps on LTV ratios target higher LTV ratios, our finding that 90 percentile of LTV ratios are more counter-cyclical strengthens our doubt on the effectiveness of simple LTV caps. However, alternatively larger coefficients for the year dummies in the 90 percentile regression might just be an artifact of higher absolute values for high LTV ratios.

We also ran quantile regressions on just “ordinary” loans as opposed to ne-tanpo loans. These regressions provide information on two dimensions. First, this will indicate whether our main multivariate results are specific to the type of loan. And, second, it will shed a bit of light on the issue of LTV caps on loans that are used to purchase real estate. Although our data do not include information on the purpose of the loan, it is highly likely (as explained earlier) that ne-tanpo loans are used for financing working capital, and so secured business loans used to purchase the underlying (associated) real estate would be confined to “ordinary” loans. Thus, the regression focusing only on ordinary loans can produce purer, although indirect, information on LTV ratios of loans for which the pricing channel might be relevant in addition to the risk channel (see section 2.1 for the two channels). However, we find that the results in these regressions (not reported) do not differ qualitatively from our reported regressions, except for some large coefficients in the 90 percentile regressions.
5. **LTV ratios and the ex post performance of borrowers**

5.1. **Methodology**

In this section, we examine the relationship between the level of the LTV ratio and the ex post performance of the borrowers. The purpose of this analysis is to examine the validity of one of the main arguments made by proponents of LTV caps: high-LTV loans perform worse than low-LTV loans (see, for example, FSB 2012). If this is the case, imposing an LTV cap would inflict little or no harm while minimizing bank losses by constraining loans to poorly performing borrowers. While some evidence on the ex-post performance of high LTV loans justifies this assertion for residential mortgages, there is little evidence on business loans.36

Our analysis is conducted in the *spirit* of a difference-in-differences (DID) approach. We construct a sample of *treatment* observations (high-LTV borrowers) and a sample of *control* observations (low-LTV borrowers). Then we compare the ex post performance of these two groups using several alternative performance measures. Due to data availability, we examine the ex post performance of borrowers, not their loans.37

We define our treatment (high-LTV) observations as firms whose loans are in the fourth quartile of the entire sample in terms of their LTV ratios. The control observations are defined using two alternative procedures. First, we simply consider all non-treatment firms (non-high-LTV loans) as the control observations. Second, we choose as non-treatment firms those firms that have similar ex-ante characteristics with

---

36 For the recent evidence on the positive relation between origination LTV ratios and default rates for residential mortgages, see, for example, Campbell and Cocco (2014) and FSA (2009) and references therein. As far as we know, Agarwal and Ben-David (2014) is the only paper that examines the effect of LTV ratios on loan performance for business loans, although it is not the main focus of the paper.

37 In the case where a firm obtained multiple secured loans in a year, we use the one with the highest LTV ratio. The number of observations is thus reduced from 59,125 loans in the previous section to 48,334 firms for this analysis.
each treatment firm by employing a propensity score matching approach. To calculate
the propensity scores, we run a probit regression that models the probability that a
borrower obtains a high-LTV loan conditional on the covariates that are used in section
4.2.38 For each treatment (high-LTV) observation, the matched observation is selected
from the non-treatment firms by having the closest propensity score.39

Using matched controls allows us to control for the differences in ex-post
performance between high- versus low-LTV firms stem from differences in ex-ante
characteristics.40 Matched controls also eliminate, at least partially, the survivorship bias
that a simple unmatched control group might suffer from. However, because simple
(uniform) caps on LTV ratios in practice are unconditional, we also use unmatched
controls.

Between treatment and control groups, we analyze the DID of several
performance variables. For each treatment or control firm, we take differences in its
performance variables from year $t$ (when the loan was originated) to year $t+k$ ($k = 1$ to 5).
This eliminates time-invariant firm-fixed effects. We then calculate the average
difference in these differences within the treatment and control firms (either unmatched
or matched). We use as performance variables (1) the number of employees and (2) the
log amount of sales to represent firm growth (in terms of size), (3) ROA to represent
changes in firm profitability, and (4) the capital-asset ratio to represent changes in credit
risk. As in the quantile regressions in the previous section, the sample period begins in

---

38 The results of the probit estimation are similar to those of the quantile regressions in Table 4,
and so we do not report them (which are available from the authors).
39 There are several matching algorithm to find the closest control observations. We employ
5-nearest matching, in which 5 observations whose propensity scores are the closest to each
treatment observation are chosen.
40 Following studies that employ propensity score matching DID approach, we assume
unconfoundedness, i.e., the treatment/control choice is independent of the outcome. Our rich set
of covariates employed for the propensity score matching justifies this assumption.
1990 due to data availability. Because we take five year differences at maximum in the performance variables, the sample period ends in 2004.

5.2. Results

Table 3 shows the results of the ex-post performance analysis in the case of the unmatched DID estimator (Panel (1)) and in the case of the propensity score matching DID (PSM-DID) estimator (Panel (2)). In each panel, column (A) reports the estimation results using the whole sample, while columns (B), (C), and (D) respectively report those using subsamples of 1990-94, 95-99, and 2000-04. In each column, we show the average ex-post performance of treatment groups (high LTV firms) and control groups (non-high LTV firms) in terms of their differences between year $t$ and $t+k$ ($k = 1, 2, \ldots, 5$). The difference-in-differences of the performance variables between these two groups and corresponding standard errors are also shown, together with the results of hypothesis testing, where the null hypothesis is that the average performance of the treatment groups and the control groups are the same.

Looking first at the unmatched DID estimator (Panel (1)), the whole sample results in column (A) show that treatment firms (high LTV firms) perform better than control firms (low LTV firms) in terms of employment growth ($d_{F\_EMP}$ in years $t+1$ and $t+2$) and in terms of changes in profitability ($d_{F\_ROA}$ in years $t+3$, $t+4$, and $t+5$). We find no significant differences between these two groups in terms of sales growth ($d_{F\_lnSALES}$) and changes in the capital-asset ratios ($d_{F\_CAP}$). Also, significant and positive DID estimators for $d_{F\_EMP}$, $d_{F\_lnSALES}$, and $d_{F\_ROA}$ in column (B) show that the high LTV borrowers perform better especially in years 1990-94 (during and after the bubble burst). However, as shown in columns (C) and (D), after the
bubble burst, we no longer find that treatment firms performed better. They sometimes exhibit worse performance (e.g., negative DID estimators for $d_{F\_lnSALES}$).

Turning to the matched-DID estimators shown in Panel (2), from column (A) using the whole sample, we find that high LTV firms performed better in terms of employment growth. However, we find no significant differences in other ex-post performance variables. These findings suggest that the performances of high LTV borrowers and the performance of low LTV borrowers with similar ex-ante characteristics are almost comparable. Looking at columns (B), (C) and (D), we observe that the average performance of treatment firms was better during 1990-94, but the differences almost disappeared afterwards.

To summarize, we find that the ex-post performance of firms with higher LTV loans was not worse, and actually better, during or just after the bubble period. These findings suggest that a high LTV ratio does not reflect by itself lax lending standards in the sense that firms that obtained these loans did not perform poorly afterwards.

As in our analysis of the cyclicality of LTV ratios, survivorship bias might be a concern with respect to our findings on the observed superior ex-post performance of high LTV borrowers, i.e., this finding might just reflect the fact that only high LTV borrowers with better-quality survived until 2008. However, to the extent that the survivorship bias affects both high and low LTV borrowers our conclusions would still hold.

What could explain our finding that the ex-post performance of high LTV firms is no worse given that high LTV loans expose lenders ceteris paribus to more risk? One possible interpretation (as we noted above in our discussion of LTV countercyclicality) is
that lenders tend to extend high LTV loans only to firms whom they have identified as high quality in their loan underwriting.

Our findings of no worse ex-post performance, and even better performance after the bubble, for high LTV borrowers would seem to be inconsistent with the findings on zombie firms (e.g., Peek and Rosengren 2005, Caballero, Hoshi, and Kashyap 2008). However, we need to keep in mind that what these studies find is evidence suggesting that poor-performing firms could survive due to evergreening loans by banks, which cannot be directly compared with our findings for ex-post performance of high versus low LTV borrowers. Also, these studies focus mostly on late 1990s, but we find the better ex-post performance for early 1990s.

The finding of non-worse ex post performance for high LTV loans has an important policy implication. In the previous section, we find evidence suggesting that a simple cap on the LTV ratio on business loans would have been ineffective in dampening lending booms in Japan. In addition to this ineffectiveness, the finding in this section implies that imposing a simple LTV cap might have curbed lending to growing firms.

6. Conclusion

Using unique data from the official real estate registry in Japan, this paper looks at the LTV ratios of business loans secured by real estate in order to draw some implications for the ongoing debate on the use of LTV ratio caps as a macro-prudential policy measure. We find that, although the amount of loans and the value of land pledged as collateral are individually pro-cyclical, their ratio, i.e., the LTV ratio, exhibits counter-cyclicality. This finding is robust to controlling for various loan-, borrower-, and
lender-characteristics, and to controlling for survivorship bias. We also find that, ex post, borrowers that were granted loans with high LTV ratios did not perform poorly compared with those granted low LTV loans.

Our findings have important policy implications. Caps on LTV ratios are a pressing topic of debate among policymakers. Proponents argue that curbing high LTV loans would enable us to reduce bank risk. Our findings do not support this view. First, our finding that the LTV ratio exhibits counter-cyclicality suggests that a simple cap would not be binding and would fail to dampen the build-up of risk in the banking system during the boom period. The finding also suggests that if we want to curb the volume of credit during the boom, we might need have a very low LTV cap. Second, the finding of no-worse (even better) ex post performance of high-LTV borrowers suggests that a simple LTV may counter-productively constrain well-performing borrowers. Our findings also imply that the efficacy of an LTV cap may depend crucially on how it is conditioned.

While our analysis focuses on business lending, our results on LTV pro-cyclicality and no-worse LTV loan performance could conceivably apply to residential mortgages as well. However, two caveats are worth mentioning in generalizing our findings to the analysis on LTV caps on mortgages. First, inconsistent with the results from our ex post performance analysis, high LTV lending in the U.S. residential mortgage market in the form of subprime mortgages appears to have resulted in higher losses. Second, first (i.e., senior) residential mortgages are usually used to purchase the real estate itself, unlike most secured business loans in our sample. To examine LTV ratios of mortgages, we need to take into account their direct link with asset pricing (the pricing channel). However, it should also be noted that the pricing channel is not likely to have worked for
home equity lines of credit (HELOCs) in the U.S., many of which were used for purposes other than purchasing or improving existing real estate.
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Tables and Figures

Figure 1 Number of Observations
This figure reports the numbers of observations (NOB) in each year that are used for our univariate and regression analyses.

Figure 2 GDP, land price, and bank loans (2005 = 100)
Figure 3  Loans and values over the business cycle

(A) Amount of loans (L) (in million Japanese yen)
(B) Values of collateralized land (V) (in million Japanese yen)

Figure 4  LTV ratios over the business cycle
## Table 1  Variable definitions and summary statistics

This table shows definitions and summary statistics of the variables used in the main analysis except for the year dummies. The number of observations is 59,125.

<table>
<thead>
<tr>
<th>Definition</th>
<th>mean</th>
<th>sd</th>
<th>min</th>
<th>p50</th>
<th>max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dependent variable</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LTV Loan-to-value ratio</td>
<td>7.718</td>
<td>434.321</td>
<td>0.000</td>
<td>1.385</td>
<td>99681.800</td>
</tr>
<tr>
<td><strong>Loan characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L_netanpo Ne-tanpo dummy: =1 if the collateral is ne-tanpo</td>
<td>0.660</td>
<td>0.474</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>L_P0 Fifth or lower priority (default)</td>
<td>0.070</td>
<td>0.255</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>L_P1 First priority</td>
<td>0.586</td>
<td>0.492</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>L_P2 Second priority</td>
<td>0.219</td>
<td>0.413</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>L_P3 Third priority</td>
<td>0.085</td>
<td>0.278</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>L_P4 Fourth priority</td>
<td>0.040</td>
<td>0.197</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Firm characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_logSALES Log of gross annual sales</td>
<td>13.924</td>
<td>1.296</td>
<td>0</td>
<td>13.904</td>
<td>21.915</td>
</tr>
<tr>
<td>F_ROA Return on Asset: = operating profit / total asset</td>
<td>0.032</td>
<td>0.084</td>
<td>-6.457</td>
<td>0.027</td>
<td>2.429</td>
</tr>
<tr>
<td>F_CAP Capital-asset ratio: = net worth / total asset</td>
<td>0.181</td>
<td>0.257</td>
<td>-13.801</td>
<td>0.155</td>
<td>0.999</td>
</tr>
<tr>
<td>F_BUILD Building-asset ratio: = building / total asset</td>
<td>0.288</td>
<td>0.268</td>
<td>0</td>
<td>0.246</td>
<td>9.942</td>
</tr>
<tr>
<td>F_AGE Firm age</td>
<td>29.769</td>
<td>15.753</td>
<td>1</td>
<td>29</td>
<td>119</td>
</tr>
<tr>
<td><strong>Borrower industry dummies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_IND0 Other industries (default)</td>
<td>0.003</td>
<td>0.057</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND1 Construction</td>
<td>0.317</td>
<td>0.465</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND2 Manufacturing</td>
<td>0.212</td>
<td>0.409</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND3 Wholesale</td>
<td>0.252</td>
<td>0.434</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND4 Retail and restaurant</td>
<td>0.052</td>
<td>0.222</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND5 Real estate</td>
<td>0.051</td>
<td>0.220</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND6 Transportation and communication</td>
<td>0.032</td>
<td>0.176</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_IND7 Services</td>
<td>0.080</td>
<td>0.272</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Borrower regional dummies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>F_REG0 Hokkaido and Tohoku (default)</td>
<td>0.133</td>
<td>0.340</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG1 North Kanto</td>
<td>0.030</td>
<td>0.170</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG2 South Kanto</td>
<td>0.298</td>
<td>0.458</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG3 Koshin-etsu</td>
<td>0.070</td>
<td>0.255</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG4 Tokai</td>
<td>0.106</td>
<td>0.307</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG5 Kaiseishin</td>
<td>0.164</td>
<td>0.371</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG6 Other kinki</td>
<td>0.015</td>
<td>0.120</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG7 Chugoku</td>
<td>0.067</td>
<td>0.250</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG8 Shikoku</td>
<td>0.026</td>
<td>0.158</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>F_REG9 Kyushu and Okinawa</td>
<td>0.092</td>
<td>0.289</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Lender characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BK_MAIN Main bank dummy: = 1 if the lender is a main bank (top-listed bank) of a borrower firm.</td>
<td>0.269</td>
<td>0.443</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Lender type dummies</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BK_TYPE0 City banks (default)</td>
<td>0.146</td>
<td>0.353</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BK_TYPE1 Regional or second-tier regional banks</td>
<td>0.296</td>
<td>0.456</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BK_TYPE2 Shinkin banks</td>
<td>0.153</td>
<td>0.360</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BK_TYPE3 Credit cooperatives</td>
<td>0.016</td>
<td>0.126</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BK_TYPE4 Government-affiliated financial institutions</td>
<td>0.174</td>
<td>0.379</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BK_TYPE5 Other banks, security companies, or insurance companies, etc.</td>
<td>0.013</td>
<td>0.112</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>BK_TYPE6 Others (non-banks, credit guarantee corporations, non-financial firms, etc.)</td>
<td>0.202</td>
<td>0.402</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td><strong>Policy measures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PL_ACTION FSA’s action program dummy: = 1 if a lender is subject to the FSA’s Action Program on Relationship Banking (YEAR is 2004 or afterwards and the lender type is either 1, 2, or 3).</td>
<td>0.222</td>
<td>0.415</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>PL_CEILING Dummy representing the MOF’s ceiling policy to real estate firms: = 1 if the registration year is either 1990 or 1991 and the borrower is a real estate firm.</td>
<td>0.001</td>
<td>0.035</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
This table presents the results for the analysis on counter-cyclicality of the LTV ratios by controlling for a variety of factors. The quintile regression results are shown, in which the dependent variables are the LTV ratios \( \text{LTV} \). Columns (A) through (C) respectively report the results at the 50 (median), the 10, and the 90 percentile points of the LTV ratios. The main independent variables are the year dummies \( \text{YEAR1991-2009} \). For the definitions of the other variables, see Table 1. ***, **, and * respectively indicate that the relevant coefficients are statistically significant at the 1, 5, and 10% level.

<table>
<thead>
<tr>
<th>Registration year</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
</tr>
</thead>
<tbody>
<tr>
<td>YEAR1991</td>
<td>-0.017 (0.044)</td>
<td>-0.052 ** (0.025)</td>
<td>-0.051 (0.226)</td>
</tr>
<tr>
<td>YEAR1992</td>
<td>0.000 (0.044)</td>
<td>-0.030 (0.025)</td>
<td>-0.147 (0.227)</td>
</tr>
<tr>
<td>YEAR1993</td>
<td>0.074 * (0.045)</td>
<td>-0.005 (0.025)</td>
<td>0.016 (0.231)</td>
</tr>
<tr>
<td>YEAR1994</td>
<td>0.223 *** (0.046)</td>
<td>0.064 ** (0.026)</td>
<td>0.611 *** (0.236)</td>
</tr>
<tr>
<td>YEAR1995</td>
<td>0.412 *** (0.046)</td>
<td>0.148 *** (0.026)</td>
<td>0.807 *** (0.235)</td>
</tr>
<tr>
<td>YEAR1996</td>
<td>0.545 *** (0.045)</td>
<td>0.209 *** (0.026)</td>
<td>0.926 *** (0.234)</td>
</tr>
<tr>
<td>YEAR1997</td>
<td>0.463 *** (0.044)</td>
<td>0.207 *** (0.025)</td>
<td>0.916 *** (0.229)</td>
</tr>
<tr>
<td>YEAR1998</td>
<td>0.480 *** (0.043)</td>
<td>0.217 *** (0.025)</td>
<td>0.814 *** (0.225)</td>
</tr>
<tr>
<td>YEAR1999</td>
<td>0.521 *** (0.044)</td>
<td>0.260 *** (0.025)</td>
<td>0.854 *** (0.228)</td>
</tr>
<tr>
<td>YEAR2000</td>
<td>0.618 *** (0.043)</td>
<td>0.279 *** (0.024)</td>
<td>0.948 *** (0.224)</td>
</tr>
<tr>
<td>YEAR2001</td>
<td>0.629 *** (0.042)</td>
<td>0.293 *** (0.024)</td>
<td>1.242 *** (0.220)</td>
</tr>
<tr>
<td>YEAR2002</td>
<td>0.704 *** (0.042)</td>
<td>0.350 *** (0.024)</td>
<td>1.096 *** (0.220)</td>
</tr>
<tr>
<td>YEAR2003</td>
<td>0.810 *** (0.041)</td>
<td>0.355 *** (0.023)</td>
<td>1.399 *** (0.216)</td>
</tr>
<tr>
<td>YEAR2004</td>
<td>0.898 *** (0.042)</td>
<td>0.409 *** (0.024)</td>
<td>1.854 *** (0.219)</td>
</tr>
<tr>
<td>YEAR2005</td>
<td>1.043 *** (0.042)</td>
<td>0.458 *** (0.024)</td>
<td>1.754 *** (0.220)</td>
</tr>
<tr>
<td>YEAR2006</td>
<td>1.090 *** (0.042)</td>
<td>0.486 *** (0.024)</td>
<td>2.124 *** (0.218)</td>
</tr>
<tr>
<td>YEAR2007</td>
<td>1.066 *** (0.041)</td>
<td>0.471 *** (0.023)</td>
<td>2.186 *** (0.216)</td>
</tr>
<tr>
<td>YEAR2008</td>
<td>1.016 *** (0.041)</td>
<td>0.436 *** (0.023)</td>
<td>2.201 *** (0.216)</td>
</tr>
<tr>
<td>YEAR2009</td>
<td>1.012 *** (0.042)</td>
<td>0.432 *** (0.024)</td>
<td>2.211 *** (0.218)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Loan characteristics</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( L_{\text{netanpo}} )</td>
<td>-0.062 *** (0.013)</td>
<td>0.014 * (0.007)</td>
<td>-0.201 *** (0.067)</td>
</tr>
<tr>
<td>( L_{\text{PR1}} )</td>
<td>-0.846 *** (0.023)</td>
<td>-0.284 *** (0.012)</td>
<td>-7.613 *** (0.126)</td>
</tr>
<tr>
<td>( L_{\text{PR2}} )</td>
<td>-0.205 *** (0.024)</td>
<td>-0.052 *** (0.014)</td>
<td>-4.758 *** (0.130)</td>
</tr>
<tr>
<td>( L_{\text{PR3}} )</td>
<td>0.077 *** (0.028)</td>
<td>0.011 (0.016)</td>
<td>-2.852 *** (0.145)</td>
</tr>
<tr>
<td>( L_{\text{PR4}} )</td>
<td>0.084 ** (0.034)</td>
<td>0.044 ** (0.019)</td>
<td>-1.960 *** (0.174)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Firm characteristics</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( F_{\text{lnSALES}} )</td>
<td>0.187 *** (0.005)</td>
<td>0.055 *** (0.003)</td>
<td>0.875 *** (0.031)</td>
</tr>
<tr>
<td>( F_{\text{ROA}} )</td>
<td>0.292 *** (0.067)</td>
<td>0.220 *** (0.039)</td>
<td>0.031 (0.351)</td>
</tr>
<tr>
<td>( F_{\text{CAP}} )</td>
<td>-0.148 *** (0.022)</td>
<td>-0.076 *** (0.015)</td>
<td>-0.450 *** (0.146)</td>
</tr>
<tr>
<td>( F_{\text{BUILD}} )</td>
<td>0.108 *** (0.020)</td>
<td>-0.004 (0.012)</td>
<td>0.138 (0.099)</td>
</tr>
<tr>
<td>( F_{\text{AGE}} )</td>
<td>-0.008 *** (0.000)</td>
<td>-0.004 *** (0.000)</td>
<td>-0.009 *** (0.002)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bank characteristics</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( BK_{\text{MAIN}} )</td>
<td>-0.015 (0.014)</td>
<td>-0.014 * (0.008)</td>
<td>-0.163 ** (0.071)</td>
</tr>
<tr>
<td>( BK_{\text{TYPE1}} )</td>
<td>0.168 *** (0.021)</td>
<td>0.050 *** (0.012)</td>
<td>0.860 *** (0.107)</td>
</tr>
<tr>
<td>( BK_{\text{TYPE2}} )</td>
<td>0.112 *** (0.023)</td>
<td>0.044 *** (0.013)</td>
<td>0.338 *** (0.122)</td>
</tr>
<tr>
<td>( BK_{\text{TYPE3}} )</td>
<td>0.151 *** (0.047)</td>
<td>0.042 (0.027)</td>
<td>0.613 ** (0.243)</td>
</tr>
<tr>
<td>( BK_{\text{TYPE4}} )</td>
<td>-0.024 (0.021)</td>
<td>-0.019 (0.012)</td>
<td>-0.112 (0.109)</td>
</tr>
<tr>
<td>( BK_{\text{TYPE5}} )</td>
<td>0.055 (0.050)</td>
<td>-0.075 *** (0.029)</td>
<td>3.231 *** (0.261)</td>
</tr>
<tr>
<td>( BK_{\text{TYPE6}} )</td>
<td>-0.027 (0.022)</td>
<td>-0.021 * (0.012)</td>
<td>-0.008 (0.113)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Policy measures</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
<th>Coef. (Std. Err)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( PL_{\text{ACTION}} )</td>
<td>-0.049 ** (0.022)</td>
<td>-0.012 (0.012)</td>
<td>0.311 *** (0.113)</td>
</tr>
<tr>
<td>( PL_{\text{CEILING}} )</td>
<td>-0.106 (0.154)</td>
<td>-0.074 (0.088)</td>
<td>-0.954 (0.793)</td>
</tr>
<tr>
<td>Industry dummies Yes Yes Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regional dummies Yes Yes Yes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NOB 59125</td>
<td>59125</td>
<td>59125</td>
<td></td>
</tr>
<tr>
<td>Pseudo R2 0.0201</td>
<td>0.0134</td>
<td>0.0347</td>
<td></td>
</tr>
</tbody>
</table>
Table 3  DID (difference-in-differences) of the ex-post performance for high- versus low-LTV borrowers

This table presents the results for the analysis on the DID (difference-in-differences) of the ex-post performance variables between high- versus non-high LTV borrower groups, where high-LTV ratios loans are defined as those in the fourth quartile of the entire LTV ratios. Year t refers to the year in which a loan was extended, and spans from 1990 to 2004. We evaluate the ex-post performance in years t+k (k=1, 2, …, 5) and use the differences (from year t to t+k) in the number of employee (d_F_EMP), in sales in logarithm (d_D_lnSALES), in return on asset (d_F_ROA), and in capital-asset ratio (d_F_CAP). DID (difference-in-differences) indicates the difference in the average ex-post performance variable between the treatment group (firms with high LTV loans) and the control group (firms with non-high LTV loans). ***, **, * respectively indicate that the null hypothesis of the DID being zero is rejected at the significance level of 1, 5, and 10% levels. In panel (1), control observations are simple unmatched non-treatment firms. In panel (2), control observations are the 5-nearest matched non-treatment firms that have the closest propensity scores to each treatment observation.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment Control</strong></td>
<td>4.178</td>
<td>0.237</td>
<td>0.200</td>
<td>0.200 ** (0.065)</td>
</tr>
<tr>
<td><strong>S.E.</strong></td>
<td>0.147</td>
<td>0.052</td>
<td>0.048</td>
<td>0.048 ** (0.102)</td>
</tr>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.278</td>
<td>0.137</td>
<td>0.141</td>
<td>0.141 ** (0.133)</td>
</tr>
<tr>
<td><strong>S.E.</strong></td>
<td>0.147</td>
<td>0.052</td>
<td>0.048</td>
<td>0.048 ** (0.102)</td>
</tr>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.194</td>
<td>0.054</td>
<td>0.140</td>
<td>0.166 ** (0.166)</td>
</tr>
<tr>
<td><strong>S.E.</strong></td>
<td>0.086</td>
<td>0.026</td>
<td>0.052</td>
<td>0.052 ** (0.094)</td>
</tr>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.108</td>
<td>-0.136</td>
<td>0.244</td>
<td>0.199 ** (0.199)</td>
</tr>
</tbody>
</table>

### (2) Matched control

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.417</td>
<td>0.217</td>
<td>0.200</td>
<td>0.200 ** (0.065)</td>
</tr>
<tr>
<td><strong>S.E.</strong></td>
<td>0.147</td>
<td>0.052</td>
<td>0.048</td>
<td>0.048 ** (0.102)</td>
</tr>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.278</td>
<td>0.137</td>
<td>0.141</td>
<td>0.141 ** (0.133)</td>
</tr>
<tr>
<td><strong>S.E.</strong></td>
<td>0.147</td>
<td>0.052</td>
<td>0.048</td>
<td>0.048 ** (0.102)</td>
</tr>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.194</td>
<td>0.054</td>
<td>0.140</td>
<td>0.166 ** (0.166)</td>
</tr>
<tr>
<td><strong>S.E.</strong></td>
<td>0.086</td>
<td>0.026</td>
<td>0.052</td>
<td>0.052 ** (0.094)</td>
</tr>
<tr>
<td><strong>Treatment Control</strong></td>
<td>0.108</td>
<td>-0.136</td>
<td>0.244</td>
<td>0.199 ** (0.199)</td>
</tr>
</tbody>
</table>

### Notes:
- Estimation of DID: In all cases, treatment effects are estimated using DID as the dependent variable.
- Standard errors are shown in parentheses.
- **Significance levels:** *p < 0.1, **p < 0.05, ***p < 0.01.
Appendix A: Estimation of the current value of land

A.1 Hedonic approach

As explained in section 3.2, the denominator of the LTV ratio, V (the per-acreage price of the land), is estimated using the hedonic approach that is widely used in the field of real estate economics. This approach assumes that the price of a land is the sum of the values of its attributes such as size, a floor area ratio, a physical distance to metropolis in the region, and so on (see Ohnishi et al., 2011). In particular, we assume that the log price of a land $i$, $\log P_i$, is the sum of $K$ components:

$$\log P_i = \sum_{k=1}^{K} x_{ik}.$$ 

In the actual estimation, we follow the following steps. First, using the dataset of “Public notice of land prices (PNLP)” provided by the Land Appraisal Committee of the Ministry of Land, Infrastructure, Transport and Tourism of the Government of Japan, we estimate a hedonic model where the log price of lands complied in PNLP is explained by different explanatory variables. The explanatory variables in this estimation are:

- the size of land in logarithm
- a regulatory upper limit of the floor area ratio
- an Euclidean distance from the relevant land to the one whose price is the highest in the same prefecture
- the square term of the Euclidean distance
- an Euclidean distance from the land to the one whose price is the highest in the same city
- the square term of the distance, the latitude of the land and its square term
- the longitude of the land and its square term
- dummy variables representing the type of land districts where the land is located (i.e., whether the land is located in a residential, commercial, or industrialized district).

We run jillion of regressions for different combinations of land district type (residential, commercial, or industrialized), year, and region. As a unit for the regions, we in principle use prefecture, but in the case when the number of observations in a prefecture is not large enough to warrant trustable estimation results, we use an area including several neighboring prefectures as a unit for the region. However, this is the case only for a subset of the industrialized lands.

Second, based on the parameters obtained from the estimation of the above regressions, we project (predict) the current prices of the land in our dataset. We need to predict these prices because the number of the pieces of land in our dataset is far larger than that in the PNLP dataset. We have different sets of parameters depending on land district type, year, and region (obtained from the first stage estimations). When we project the price of a particular piece of land in our dataset, we use the parameters for the same land district type, year, and region.

Finally, the value of the land is obtained by multiplying its projected price and the acreage obtained from the TDB database.

41 For example, suppose land A in the TDB dataset is in a residential district in Tokyo prefecture in year 1990. In this case, its current price is projected using the parameters estimated for the sample in the residential district in Tokyo in 1990 (same-district, same-prefecture, and same-year) using the PNLP dataset.
A.2 Estimation Results (First Stage)

As for the first stage estimation of hedonic models, the numbers of the regressions that we run for lands in residential districts and in commercial districts are both 1,738 (= 47 prefectures times 37 years, except for Okinawa in year 1975), and that for lands in industrial districts is 555 (15 regions times 37 years).

Figure A-1: In-sample comparisons between cumulative distributions of estimated and actual prices (PNLP)
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To confirm the accuracy of the prediction using the coefficients obtained from the hedonic estimation, in-sample comparisons are shown in figure A-1. In the figure, we show the cumulative distributions of the predicted prices (left panels) and the actual PNLP prices (right panels) of the lands in the PNLP dataset for each of the three types of land districts. We find that the distributions are
similar in all the panels, which justifies the prediction using the estimated coefficients.

A.3 Projection Results (Second Stage)

Based on the coefficients estimated in the first stage, we project the prices of each piece of land in our dataset. In doing so, we excluded outliers from our sample in the following manner. For each combination of land district type, prefecture, and year, we dropped observations whose projected prices were higher than the highest price of lands in the corresponding combination in the PNLP dataset. We also dropped those observations whose projected prices were lower than the lowest price in the PNLP database in the relevant year.

Figure A-2: Pot-of-sample comparisons between cumulative distributions of projected prices on the TDB dataset and actual prices in the PNLP dataset
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Figure A-2 shows the cumulative distributions of the projected prices of lands in our TDB dataset (left panels) and the actual prices in the PNLP data (right panels) for each type of land districts. Although the projected prices are available for a larger number of lands than the actual prices in the PNLP data,
their distributions are similar, which supports our use of the projected prices to calculate the LTV ratios.

Appendix B: Calculation of LTV ratios: an illustration

Suppose that a firm owns four pieces of real estate (numbered from 1 to 4), and borrows using six loans, two from Bank Alpha, two from Bank Beta, and two from Bank Gamma (see Figure B-1). The firm pledges its properties as collateral to these banks: Land 1 is pledged to loan A extended by Bank Alpha in year 1985; land 2 is pledged to loan B extended by Beta in 1990 and is also pledged to loan F extended by Gamma in 1995; land 3 is pledged to loan C extended by Beta in 2000 and is also pledged to loan F by Gamma in 1995; and land 4 is pledged to loan D extended by Alpha and is also pledged to loan E extended by Gamma, and both pledged are registered on the same date in 2005.

Calculation is fairly simple if a land is pledged to only one claim holder. In the example above, this is the case for loan A. Information about the amount of loan A, represented by LA, is provided by TDB database. The value of land A in year 1985, V1(1985), is estimated by the hedonic approach described in Ono et al. (2013). The LTV ratio for loan A (LTV_A(1985)) is simply obtained by dividing LA by V1(1985).

If a piece of land is pledged to multiple claim holders (and loans) and/or if multiple pieces of land are pledged to one claim holder, the calculation of the LTV ratio becomes complicated. The calculation differs depending on the seniority among different loans. As noted above, we assume that a claim holder is senior to other claim holders if the date of its registration predates those of the others.
In the example above, land 2 is pledged to loan B as well as to loan F. Because loan B (originated in year 1990) was extended prior to loan F (in year 1995), we assume that loan B is senior to loan F. The LTV ratio of loan B is calculated in the same manner as in the case with one claim holder: 

\[ \text{LTV}_B(1990) = \frac{LB}{V2(1990)}. \]

The calculation also differs for junior loans. In this example, land 3 is pledged to loan C as well as to loan F, and the former (underwritten in year 2000 by Beta) is subordinated to the latter (underwritten in year 1995 by Gamma). In this case, the amount of the senior loan (loan F) should be taken into account when calculating the LTV ratio for loan C. That is, the LTV ratio that properly expresses the exposure defined above for Bank Beta is 

\[ \text{LTV}_C(2000) = \frac{LF + LC}{V2(1995)}. \]

The calculation is similar if there are several loans with the same registration date, in which case we assume that they have the same rank of priority. In the example above, land 4 is pledged to loan D and loan E that are extended respectively by Alpha and Gamma on the same date. In this case, 

\[ \text{LTV}_D(2005) = \text{LTV}_E(2005) = \frac{LD + LE}{V4(2005)}. \]

The most complicated is the LTV ratio for a loan to which multiple properties are pledged as collateral. In our example, Loan F extended by Gamma is backed by two properties, land 2 and land 3. As for land 2, Gamma is junior to Beta, whereas for land 3, it is the most senior lender. In this case, we cannot define the LTV ratio in a suitable manner, because the ratio cannot be conceptualized in terms of bank exposure in this situation. Thus, we decided to eliminate such observations from the sample of our empirical analysis. The number of observations eliminated in this manner is, however, small. Also note
that the LTV ratio of a loan secured by multiple properties can be well defined as long as the rank of seniority is the same among all properties. For example, if loan F were a senior loan for both land 2 and land 3, then LTV_F(1995) = LF/(V2(1995)+V3(1995)). In a similar vein, if instead loan F were junior, then LTV_F(1995) = (LB+LC+LF)/(V2(1995)+V3(1995)).

Figure B-1  Illustrative setting for LTV calculation

<table>
<thead>
<tr>
<th>Mortgagee</th>
<th>Loan ID</th>
<th>Amount of loan</th>
<th>Year of registration</th>
<th>Land ID</th>
<th>Value of land</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alpha</td>
<td>A</td>
<td>LA</td>
<td>1985</td>
<td>1</td>
<td>V1(1985)</td>
</tr>
<tr>
<td>Gamma</td>
<td>E</td>
<td>LE</td>
<td>2005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gamma</td>
<td>F</td>
<td>LF</td>
<td>1995</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>