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Chapter 1

Introduction

The objective of this thesis is

1. to understand what determines so called “hedging demands” of in-

vestors (that would give us better understanding of risk-premia) in

portfolio selection problems; and

2. to provide examples of pricing under imperfect information that would

be clues to solve general problems.

We specifically consider mutual fund separation with perfect information in

complete markets for the first problem, and consider speculative trading and

insurance premium for the second problem.

The asset pricing theory, as typified by Lucas (1978) and Cox, Ingersoll,

and Ross (1985a), derives asset prices and risk-free rate from the preferences
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of investors and market clearing conditions. For example, Lucas (1978) mod-

els the dynamics of the consumption flows, and determines the prices of them,

such that its holders consume all the production and such that the market

clears. Cox, Ingersoll, and Ross (1985b), whose work Cox et al. (1985a)

depend on, model the price dynamics of the production technologies them-

selves, and determine the risk-free rate such that the investors, who invest

in these technologies and the risk-free asset, would have all technologies as a

whole market.

In particular, the capital asset pricing model (CAPM, Sharpe (1964)) is

one of the most important theories from the point of analyzing stock markets

and option prices. According to CAPM, the excess returns on individual

stock prices are proportional to the excess return on the market portfolio.

An essential property, in order to obtain this result, is that the investors

with mean-variance criteria (developed by Markowitz (1952)) invest in the

risk-free asset and one identical portfolio of risky assets. This separation

property is called the mutual fund separation. Under the CAPM model,

such a portfolio maximizes the ratio of excess return to standard deviation

of the return—called Sharpe ratio, named after Sharpe (1963), who study a

single-factor model.

An important step is taken by Merton (1973), known as intertemporal

CAPM (ICAPM). Merton (1973) introduces continuous-time dynamics in

CAPM, using an optimization technique of Hamilton–Jacobi–Bellman equa-

tion (HJB equation). We also call such an optimization method a Markovian
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approach because it requires Markovian structure to derive HJB equations.

An surprising result is that investors with logarithmic utilities always have

(instantaneous) Sharpe ratio maximizing portfolio. In this sense, log-optimal

portfolio is called “myopic demand,” and is known to be derived relatively

easily—even in a general semimartingale model of Goll and Kallsen (2003).

Merton (1973) also suggests that the investors’ demands are decomposed into

“myopic demand” and the remainder called “hedging demands,” naturally.

Now HJB equations are widely used in dynamic optimization even in presence

of transaction costs: Constantinides (1986) and Framstad, Øksendal, and

Sulem (2001) for proportional costs on trading volumes; and Lo, Mamaysky,

and Wang (2004) and Øksendal (1999) for costs on trades themselves.

At the same time, Black and Scholes (1973) focus on the relation between

the CAPM and option prices in continuous time. Assuming a complete mar-

ket (a market in which all contingent claims can be hedged), they derive the

prices of options by replicating their payoffs (no-arbitrage prices), and also

find the same prices can be derived by CAPM. This relation has developed

as the market prices of risk. It determines the risk-neutral measure, which is

used in option pricing. A complete market is often called as an “ideal mar-

ket” because it admits a unique risk-neutral measure and two prices, derived

by this measure and by replication, agree. Being tractable, their asset price

process is also used to model defaults of firms (called structure model, e.g.

Black & Cox, 1976; Merton, 1974). It is remarkable that option pricing rests

on equilibrium based—and thus utility maximization based—CAPM in its
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origin, although we usually focus on risk-neutral measure and replicability.

Cox and Huang (1989) and Karatzas, Lehoczky, and Shreve (1987) fill

the gap between option pricing and utility maximization, introducing an op-

timization method called the martingale approach. They focused on the rela-

tion between optimized portfolio (or consumption) of an investor and market-

wide discounted conditional Radon–Nikodym derivative of risk-neutral mea-

sure (SDF, stochastic discount factor), which is used in option pricing. The

martingale approach is a generalization of the following standard argument

in discrete time models (see e.g. Skiadas (2009) for detail): (i) The asset price

processes (market) and SDF are orthogonal to each other, in the sense that

the multiplication of them becomes a martingale (zero expected return). (ii)

At the point of optimized wealth, on the other hand, indifference curve of the

utility function touches to the market line, because the optimality implies the

investor cannot improve his performance via trades in the market. (iii) The

gradient of the utility function at the optimized wealth must be proportional

to SDF. They find we can apply this argument also in continuous time. Cvi-

tanić and Karatzas (1992) generalize this method into constrained portfolio

optimization problems, which includes short-sale constraint developed by He

and Pearson (1991); and untradable asset developed by Karatzas, Lehoczky,

Shreve, and Xu (1991). Pham and Touzi (1996) apply both Markovian ap-

proach and martingale approach, to characterize risk-neutral measure by the

utility function of investors.

Although the martingale approach provides us an explicit representation
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of the optimized wealth, it is difficult to find an investment strategy that

achieve the wealth in general. One prominent method to find the strategy is

to apply the Clark–Ocone formula of Malliavin calculus. An idea of Malli-

avin calculus is to define a differentiation—called Malliavin derivative—with

respect to sample paths. In this sense, Malliavin calculus is different from

Itô calculus that considers integration (differentiation) in time direction. The

Clark–Ocone formula provides an martingale representation of random vari-

ables using Malliavin derivative, and Ocone and Karatzas (1991) applied this

formula to portfolio selection problem to find optimal investment strategies.

Of course, their result also suggests that the demands of investors with loga-

rithmic utility are myopic, and thus the mutual fund separation holds among

them. Malliavin calculus is now widely used in financial analysis: Fournié,

Lasry, Lebuchoux, Lions, and Touzi (1999) for calculation of option Greeks;

Bichuch, Capponi, and Sturm (2017) for valuation of XVA; and Privault and

Wei (2004) for sensitivity analysis of insurance risk.

The conditions for the mutual fund separation have been studied. For

example, Cass and Stiglitz (1970) and Dybvig and Liu (2018) find the condi-

tions on utility functions of investors for the mutual fund separation in each

one period market. A similar result is obtained by Schachermayer, Ŝırbu, and

Taflin (2009) in continuous-time markets driven by Brownian motion. On

the other hand, the market conditions for the mutual fund separation among

investors have also been studied. Chamberlain (1988) finds the relation be-

tween the mutual fund separation and the hedgeability of the European op-
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tions of the Radon–Nikodym derivative of the risk-neutral measure. Models

with constant coefficients and models with deterministic vector-norm of the

market prices of risk are examples of the condition of Chamberlain (1988).

We examine the conditions for mutual fund separation in Chapter 2, combin-

ing those optimization methods.

An important topic is imperfect information, which appears in various

situations in asset pricing. We list some recent results here: Fajgelbaum,

Schaal, and Taschereau-Dumouchel (2017) construct a general equilibrium

model, in which today’s investments provides more information tomorrow,

to answer why recession lingers. Dow and Han (2018) focus on the infor-

mation in the trading volume made by arbitrageurs, and find that it arises

so called “lemon” problem if their constraints bind in crisis. Hwang (2018)

studies how degree of asymmetry in information varies dynamically. He finds

the asymmetry could possibly be relieved at last, because bad assets would

be sold in early. Frug (2018) shows fully informative equilibrium can be

achieved among information sender and receiver, by choosing appropriate

order of experiments. Jeong (2019) demonstrate the usefulness of cheap talk

strategies for making an agreement achieved/rejected. Eyster, Rabin, and

Vayanos (2018) construct an equilibrium model under which each investor ne-

glects information in price and concentrate on his private information, using

cursed (expectations) equilibrium concept introduced by Eyster and Rabin

(2005).

One important expression of imperfect information is called heteroge-
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neous beliefs, under which investors have different beliefs (subjective proba-

bilities) although they have common information (“agree to disagree”). Un-

der heterogeneous beliefs, Harrison and Kreps (1978) and Scheinkman and

Xiong (2003) show that the asset prices can become higher than the valuation

of the most optimistic investor at that time. They explain this is because

the current holder of an asset not only has its payoffs, but also has option

to resell it (resale option). We focus on this topic in Chapter 3. A possi-

ble explanation why they agree to disagree is made by Brunnermeier and

Parker (2005). In their equilibrium model, investors maximizes expected

time-average indirect utility by choosing their subjective probabilities. They

find that investors can have different subjective probabilities in equilibrium

endogenously, even if they are homogeneous in advance (one group believes

they would win in a lottery, but the other does not believe, in words).

Imperfect information is one of the main concern in insurance (Prescott

& Townsend, 1984; Rothschild & Stiglitz, 1976). In discrete-time credibility

theory of actuarial science, Bühlmann (1967) provides us a scheme to esti-

mate unobservable risks (accident rates) of policyholders. In continuous-time

ruin theory of actuarial science, however, there seems to be few discussions

on it. In Chapter 4, we consider a simple model to try to determine an op-

timal insurance premium rate, from accident rate and surplus of an insurer.

It would be a step toward more advanced adverse selection problem under

the ruin theory.

This thesis is constructed as follows. Chapter 2 answers two questions in
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mutual fund separation analytically: (1) under what market conditions does

the mutual fund separation hold among investors?; and (2) in which class

of utility functions does the mutual fund separation hold in each market?

Then it treats asset pricing in incomplete market (specifically, assumption of

MEMM) in the view of mutual fund separation. Chapter 3 investigates in the

effect of the investors’ speculative behavior on the prices in the presence of the

differences in bargaining power. Chapter 4 tries to combine ruin theory with

imperfect information problem, via seeking an optimal insurance premium

rate.

14



Chapter 2

Mutual Fund Separation and

Utility Functions1 2

2.1 Introduction

It is well known that investors with mean-variance preferences hold the

Sharpe ratio maximizing portfolio as portfolios of risky assets when there

is a risk-free asset. This portfolio plays a critical role in the capital asset

pricing model (CAPM). Cass and Stiglitz (1970) and Dybvig and Liu (2018)

find analytic utility conditions under which investors’ portfolio choice prob-

lems can be reduced to dividing their investments between the risk-free asset

1A major part of this chapter is electronically published as Igarashi, T. (2018). An
Analytic Market Condition for Mutual Fund Separation: Demand for Non-Sharpe Ratio
Maximizing Portfolio. Asia-Pacific Financial Markets. doi:10.1007/s10690-018-9261-6

2The work of this chapter is supported by The Fee Assistance Program for Academic
Reviewing of Research Papers (for Graduate Students, Hitotsubashi University).
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and some fixed (investor-irrelevant) portfolio of risky assets. If such a reduc-

tion can be applied, it is said that mutual fund separation holds. It is also

known that there exist market models, in which mutual fund separation holds

among all investors. To the author’s knowledge, however, such market con-

ditions are either hard to verify or too specific. The purpose of this chapter

is to find conditions for mutual fund separation, from two perspectives:

1. under what market conditions does the mutual fund separation hold

among investors?; and

2. in which class of utility functions does the mutual fund separation hold

in each market?

We first provide a market condition for mutual fund separation analyt-

ically. Such a condition is obtained in terms of a conditional expectation

of an infinitesimal change in the log-optimal portfolio (called the numéraire

portfolio). Under the conditions in this study, the numéraire portfolio is char-

acterized as the Sharpe ratio maximizing portfolio. When one decomposes an

investor’s demand into investment in the Sharpe ratio maximizing portfolio

and investment in other portfolios (non-Sharpe ratio maximizing portfolios),

this infinitesimal change is related to the latter. To provide a financial in-

terpretation, we also investigate demand for non-Sharpe ratio maximizing

portfolios.

Market conditions for mutual fund separation are obtained by two cele-

brated studies. Chamberlain (1988) finds a market condition for the Brown-
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ian motion case, and Schachermayer et al. (2009) study this problem for the

general semimartingale case. They find that the stochastic nature of market

prices in the risk process prevents mutual fund separation from holding, and

find a necessary and sufficient condition for mutual fund separation among

all investors. The condition is that any European options for the numéraire

portfolio can be replicated by the risk-free asset and one fixed portfolio of

risky assets.

However, the hedgeability of European options using some fixed portfolio

is not easy to verify unless, for example, deterministic coefficient models are

used. Nielsen and Vassalou (2006) tackle this problem, assuming a market

driven by Brownian motion. They find that mutual fund separation holds

among investors if both the risk-free rate and vector-norm of market prices

of risk are deterministic. Dokuchaev (2014) also tackles this problem in

a specific incomplete market. He finds that mutual fund separation holds

among investors if the parameters (such as the risk-free rate, expected return,

and diffusion coefficient) are independent of the Brownian motion that drives

the price process. However, there seems to be no comprehensive analytic

market condition for mutual fund separation.

This study finds an analytic market condition for mutual fund separation

in a complete market driven by Brownian motion. Methodologically, we ap-

ply the martingale approach of Karatzas et al. (1987), and the Clark–Ocone

formula of Ocone and Karatzas (1991) for the analytic formula to obtain the

optimal portfolio strategy for investors. Although the martingale approach
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of Karatzas et al. (1987) is not applicable for the general semimartingale

model, it offers a representation of the optimized terminal wealth of the

investor under the existence of a stochastic risk-free rate. In addition to

methodological convenience, a closer look at the Clark–Ocone formula gives

us an interpretation of investors’ demands for non-Sharpe ratio maximizing

portfolios.

Mutual fund separation holds if and only if the conditional expectation

of the Malliavin derivative of the numéraire portfolio can be hedged by trad-

ing the numéraire portfolio, assuming that the vector norm of the market

price of risk is bounded away from zero. Such a condition can be rephrased

as the condition where an investor’s demand for a non-Sharpe ratio maxi-

mizing portfolio is fulfilled by trading the numéraire portfolio. Intuitively,

the demand for the non-Sharpe ratio maximizing portfolio is demand that

reduces the infinitesimal change in the uncertainty of the numéraire portfolio

(that is represented by the Malliavin derivative of the numéraire portfolio).

The degree of reduction depends on four components: the investor’s wealth

level, marginal utility and risk tolerance, at the time of consumption, and

the shadow price. In Markovian markets, this infinitesimal change is char-

acterized by an infinitesimal change in the terminal value of the numéraire

portfolio due to an infinitesimal parallel shift in the initial value of the state

variable. This implies that investors use the numéraire portfolio as literally a

numéraire, for both instantaneous Sharpe ratio maximization and long-term

risk adjustment. It also suggests that securities that hedge the uncertainty
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of the numéraire portfolio improve investors’ performance. We also argue a

sufficient condition for pn` 1q-fund separation.

We also find that mutual fund separation among CRRA utilities implies

separation among arbitrary utility functions, which is a clue to give an an-

swer to our second question. It suggests that although investors with a

unique risk averseness of CRRA utilities always exhibit mutual fund separa-

tion, parameter-beyond separation needs market specification. This leads to

a conjecture that there is a market model in which investors must have CRRA

utilities of a unique parameter to mutual fund separation holds. We provide a

proof of it in a specific Markovian market, which does not need any limit tak-

ing, required in Schachermayer et al. (2009). The result is consistent to Cass

and Stiglitz (1970) and Dybvig and Liu (2018) in discrete-time models, and

Schachermayer et al. (2009) in continuous-time models. We also discuss the

relation between minimal equivalent martingale measure (MEMM), which is

sometimes exogenously assumed in option pricing, and utility functions in

the view of mutual fund separation.

The remainder of this chapter is constructed as follows. Section 2.2 in-

troduces assumptions of this chapter and formal definition of mutual fund

separation. Section 2.3 introduces an optimization method called martingale

approach. Then it derives an analytic market condition for mutual fund

separation among investors. This is one of the main results of this chap-

ter. This section also discusses a financial interpretation of the condition.

Section 2.4 shows that there exists a market in which investors must have
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CRRA utilities with a unique parameter for mutual fund separation. It also

discusses the relation between the mutual fund separation and option pric-

ing with MEMM in incomplete markets, in view of mutual fund separation.

Section 2.5 discusses the result. Section 2.6 concludes this chapter.

2.2 The Model

Let pΩ,F ,Pq be a probability space on which d-dimensional standard Brown-

ian motion B “ pBp1q, . . . , BpdqqJ is defined. Let F “ tFtu be the augmented

filtration generated by B. We consider a market in continuous time with

a finite horizon T ă 8. There are both a risk-free asset Sp0q and d risky

assets Spiq for i “ 1, . . . , d, in the market. These assets solve the following

stochastic differential equations (SDEs)

dSp0q
t

Sp0q
t

“ rt dt, and
dSpiq

t

Spiq
t

“ µpiq
t dt` Σpiq

t dBt, for i “ 1, . . . , d,

where r is a one-dimensional F-progressively measurable process, and for

each i, µpiq and Σpiq are one-dimensional and d-dimensional F-progressively

measurable processes, respectively. In the sequel, we denote them by

µt “

¨

˚̊
˚̊
˝

µp1q
t

...

µpdq
t

˛

‹‹‹‹‚
, and Σt “

¨

˚̊
˚̊
˝

Σp1q
t

...

Σpdq
t

˛

‹‹‹‹‚
.
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The coefficients r, µ and Σ are assumed to satisfy

Assumption 2.1. The processes r, µ and Σ are bounded uniformly in pt,ωq P

r0, T s ˆ Ω. Furthermore, there exists ε ą 0 such that

ξJΣtΣ
J
t ξ ě εξJξ, for each ξ P Rd, pt,ωq P r0, T s ˆ Ω.

Under this assumption, there is a unique equivalent martingale measure,

and the market prices of risk process is bounded (see Karatzas et al. (1987,

p.1562)). Let us denote by Q, the equivalent martingale measure:

dQ
dP “ exp

"
´

ż T

0

λJ
t dBt ´

1

2

ż T

0

λJ
t λt dt

*
,

where the market price of the risk process λ is the unique solution of

Σtλt “ µt ´ rt1,

and 1 is a d-dimensional column vector with 1 in each entry. Under the

equivalent martingale measure Q, the process rB defined by

d rBt “ λt dt` dBt, rB0 “ 0

is a d-dimensional Brownian motion. Thus, by the Itô formula, the dis-

counted price process Spiq
t {Sp0q

t of each risky asset i becomes a martingale

under Q. Let us denote the stochastic discount factor of this market by H,
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which solves the stochastic differential equation

dHt

Ht
“ ´rtdt´ λJ

t dBt.

In the sequel, we will apply the Clark–Ocone formula under a change of

measure of Ocone and Karatzas (1991), which involves Malliavin calculus.

For this, we impose additional assumptions on r and λ. First, we introduce

some classes of random variables. Let S be the set of random variables of

the form

F “ fpBJ
t1 , . . . , B

J
tmq, ti P r0, T s, i “ 1, . . . ,m,

where f is any bounded C8pRdmq function with bounded derivatives of all

orders. Such random variables are called smooth functionals. For each F P S,

the Malliavin derivative DtF “ pDp1q
t F, . . . ,Dpdq

t F qJ is defined by

Dpiq
t F “

mÿ

j“1

B
Bxij

fpBJ
t1 , . . . , B

J
tmq1ttďtju, for i “ 1, . . . , d,

where B{Bxij represents the partial derivative with respect to the pi, jq-th

variable and 1A represents the indicator function of event A. Let D1,1 be the

closure of S under the norm } ¨ }1,1, where

}F }1,1 :“ E
”
|F | `

´ dÿ

i“1

}Dpiq
¨ F }2

¯ 1
2
ı
,
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with L2pr0, T sq norm } ¨ }. It is known that the Malliavin derivative is also

well-defined on D1,1.

Assumption 2.2 (Ocone and Karatzas (1991)). The risk-free rate r and the

market price of risk λ satisfy the following three conditions

1. rs P D1,1, λs P pD1,1qd, for almost every s P r0, T s;

2. for each t, the processes s ÞÑ Dtrs and s ÞÑ Dtλs admit progressively

measurable versions; and

3. for some p ą 1, the following expectations exist

E
«´ ż T

0

r2s ds
¯ 1

2 `
´ ż T

0

dÿ

i“1

}Dpiq
¨ rs}2ds

¯ p
2

ff
ă 8,

and

E
«´ ż T

0

λJ
s λs ds

¯ 1
2 `

´ ż T

0

dÿ

i,j“1

}Dpiq
¨ λpjq

s }2ds
¯ p

2

ff
ă 8.

Specifically, we have Dpiq
t rs “ 0 and Dpiq

t λpjq
s “ 0 for 0 ď s ď t and for

i “ 1, . . . , d and j “ 1, . . . , d, which is used in the sequel.

Now we turn to the assumptions about investors. Each investor can invest

in each asset Spiq, and his wealth at time t P r0, T s is denoted by Wt. The

wealth of the investor is assumed to be self-financing:

dWt

Wt
“

dÿ

i“1

ϕpiq
t

dSpiq
t

Spiq
t

` p1´ ϕJ
t 1qrt dt

with initial wealth W0, where 1 is a d-dimensional column vector with 1 in
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each entry and ϕ “ pϕp1q, . . . ,ϕpdqqJ is an adapted process such that ϕpiq
t Wt

is the amount of money invested in the i-th risky asset. The rest Wtp1´ϕJ
t 1q

is thus the amount of money invested in the risk-free asset. The process ϕ is

assumed to satisfy ż T

0

W 2
t ϕ

J
t ϕt dt ă 8, a.s.

We call such a process ϕ a portfolio strategy and call it admissible if the

corresponding wealth process satisfies Wt ě 0 for all t P r0, T s almost surely.

The set of admissible strategies given initial wealth W0 is denoted by A “

ApW0q.

An important example of a wealth (portfolio) is the numéraire portfolio.

Consider a wealth process with portfolio strategy ϕ:

dWt

Wt
“

`
rt ` ϕJ

t Σtλt

˘
dt` ϕJ

t ΣtdBt,

here we used Σλ “ µ ´ r1. Fixing the volatility |ϕJΣ| of the portfolio

process to |λ|, we can maximize (instantaneous) Sharpe ratio ϕJ
t Σtλt{|ϕJ

t Σt|

by choosing ϕJ
t “ λJΣ´1. Such a portfolio coincides with the reciprocal 1{Ht

of the stochastic discount factor. In fact, the Itô formula gives us

d
1

Ht
“ 1

Ht

´
prt ` λJλtqdt` λJ

t dBt

¯
. (2.1)

This portfolio is called the numéraire portfolio (see e.g. Schachermayer et al.

(2009)), and plays a crucial role in our result. The numéraire portfolio is
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also related to the optimal portfolio for investors with logarithmic utility:

for details, see 2.3.2 in Section 2.3 bellow.

Each investor’s performance is evaluated by the expected utility from the

terminal wealth ErUpWT qs, and his optimization problem is

sup
ϕPA

ErUpWT qs,

where U : p0,8q Ñ R is the utility function of the investor. The utility

function is assumed to satisfy

Assumption 2.3. The utility function U is a strictly increasing, strictly

concave C2 function with

lim
wÓ0

U 1pwq “ 8, lim
wÑ8

U 1pwq “ 0,

and the inverse function pU 1q´1 “: I of its derivative satisfies

Ipyq ` |I 1pyq| ď Kpyα ` y´βq for 0 ă y ă 8,

for some positive constants K,α and β.

We denote the optimal strategy and the optimized wealth process just

as ϕ and W respectively, because we only consider the optimized wealth

process.
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Mutual fund separation

We are interested in the conditions under which investors have the same port-

folio of risky assets, or mutual fund separation holds. Mutual fund separation

is formally defined as

Definition 2.1 (Mutual fund separation). We say that the market admits

pn`1q-fund separation if there exist n ě 1 fixed portfolio strategies ψ1, . . . ,ψn

of risky assets with ψJ
1 1 “ ¨ ¨ ¨ “ ψJ

n 1 “ 1, such that the optimal portfolio

strategy ϕU,W0 of each investor, with utility function U and initial wealth W0,

satisfies ϕU,W0
t “ řn

i“1 a
U,W0
i,t ψi,t for some one-dimensional adapted processes

aU,W0
1 , . . . , aU,W0

n . A mutual fund is defined as each of the following pn ` 1q

processes: portfolio processes with strategies ψ1, . . . ,ψn and the risk-free asset

Sp0q. Furthermore, we say that the market admits mutual fund separation if

2-fund separation holds.

Remark 2.1. This definition of mutual fund separation assumes that one

mutual fund is the risk-free asset. Such a separation is called “monetary

separation” in Cass and Stiglitz (1970), “money separation” in Dybvig and

Liu (2018), and the “mutual fund theorem” in Schachermayer et al. (2009).
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2.3 An Analytic Market Condition for Mu-

tual Fund Separation

2.3.1 Optimal strategy

Using the martingale approach of Karatzas et al. (1987), the investor’s opti-

mized discounted terminal wealth is given by

WT

Sp0q
T

“ 1

Sp0q
T

I
`
zHT

˘
, (2.2)

with I :“ pU 1q´1 and z :“ zUpW0q where zU is a positive decreasing function.

The constant z is called the shadow price (see e.g., Dybvig and Liu (2018)).

A financial interpretation of the martingale approach is provided by Fig-

ure 2.1. The two axes represents payoffs for two different scenarios of the

future and investors can trade their payoffs along the line named market.

The market is characterized by the vector 1

Sp0q
T

dQ
dP that is orthogonal to the

market. The point WT is a terminal wealth of an investor and the dotted

curve is the indifference curve for his endowed wealth. If he trades optimally

in the market, the indifference curve for the optimized wealth W ˚
T must touch

the market line at W ˚
T . In other words, the gradient ∇UpW ˚

T q, which is re-

lated to the first derivative, of his utility at W ˚
T must be orthogonal to the

market. That is why WT , HT “ 1

Sp0q
T

dQ
dP and I “ pU 1q´1 appears in (2.2).

Since the discounted wealth process pWt{Sp0q
t qt is a Q-martingale, we need
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Market

1

S(0)
T

dQ
dP
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0 +
' >

• S

WT = W0 + '> • S

{XT ; E[U(XT )] � E[U(WT )]}

rU(WT )

rU(W ⇤
T )

Figure 2.1: Graphical explanation of martingale approach.

the Q-martingale representation to obtain the condition for mutual fund sep-

aration. For this, we apply the Clark–Ocone formula of Ocone and Karatzas

(1991). They find the Q-martingale representation

F “ E
”
F
dQ
dP

ı
`

ż T

0

´
rErDtF | Fts ´ rE

”
F

ż T

t

Dtλud rBu

ˇ̌
ˇFt

ı¯J
d rBt

of a random variable F P D1,1 (with additional integrability conditions),

where D is the Malliavin derivative operator for B, and rEr¨s is the expectation

under Q. According to Ocone and Karatzas (1991, Theorem4.2), under
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Assumptions 2.1–2.3, we have IpzHT q{Sp0q
T P D1,1, and

Wt

Sp0q
t

ϕt “pΣJ
t q´1rE

”
´ 1

Sp0q
T

zHT I
1pzHT q

ˇ̌
ˇFt

ı
λt

` pΣJ
t q´1rE

»

———–

´ 1

Sp0q
T

´
IpzHT q ` zHT I

1pzHT q
¯

ˆ
´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

Ft

fi

ffiffiffifl .

We slightly modify this equation, using Bayes’ formula, into

HtWtϕt “pΣJ
t q´1E

”
´HT zHT I

1pzHT q
ˇ̌
ˇFt

ı
λt

` pΣJ
t q´1E

»

——–
´HT

´
IpzHT q ` zHT I

1pzHT q
¯

ˆ
´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯

ˇ̌
ˇ̌
ˇ̌
ˇ̌
Ft

fi

ffiffifl ,
(2.3)

and refer (2.3) as the Clark–Ocone formula of Ocone and Karatzas (1991).

The right hand side of (2.3) illustrates that investors have investor-independent

portfolios (the first term) and investor-specific portfolios (the second term),

because the expectation in the first term is one-dimensional while the ex-

pectation in the second term is d-dimensional. The first term represents the

investment in the (instantaneous) Sharpe ratio maximizing portfolio (the

numéraire portfolio, see (2.1)).
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2.3.2 Market condition for mutual fund separation

It is well known that investors with logarithmic utility Upwq “ logpwq invest

in the Sharpe ratio maximizing portfolio. In this case,

pIpyq ` yI 1pyqq “
´1
y
´ y

1

y2

¯
“ 0 for y ą 0,

and thus investors with logarithmic utility invest in the fund ψt “ pΣJ
t q´1λt

as the portfolio of risky assets. Therefore, finding the market condition for

mutual fund separation can be replaced with finding the condition for an

investor-specific portfolio to have the same direction as the numéraire port-

folio 1{H, see (2.1).

The market condition for mutual fund separation is concerned with the

Malliavin derivative of the numéraire portfolio.

Proposition 2.1. Assume λJ
t λt ą ε for some constant ε ą 0 and let G “

tGtu be a filtration with Gt :“ Ft _ σp1{HT q. Mutual fund separation holds

among all investors if and only if the conditional expectation of the Malliavin

derivative of the terminal wealth of the numéraire portfolio 1{HT satisfies

E
”
Dt

´ 1

HT

¯ˇ̌
ˇGt

ı
“ αt,Tλt, dtb dP-a.e.,

for some one-dimensional G-adapted process t ÞÑ αt,T .

For the proof of the proposition, we use two lemmas.
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Lemma 2.1. Let X P LppPq be a random variable for some p ą 1 and let Y

be a random variable such that both eY , e´Y P L1pPq. Then, if there exists a

constant 0 ă δ ă p{pp ´ 1q such that EreβYXs “ 0 for each β with |β| ă δ,

we have ErX | σpY qs “ 0 almost surely.

Proof. First we show that the integrability of the random variable Y neβYX

for n “ 0, 1, 2, . . . and |β| ă δ. Let q ą 1 and r ą 1 be constants such that

1

p
` 1

q
` 1

r
“ 1 and

1

q
ą δ.

Then Hölder’s inequality yields

Er|Y |neβY |X|s ď Er|Y |nrs1{rEreβY qs1{qEr|X|ps1{p ă 8,

because |β|q ă 1 and both eY and e´Y are integrable (8 ą EreY ` e´Y s

assures that Y 2n is integrable for each n “ 1, 2, . . . ). Then, by the dominated

convergence theorem, we have

0 “ dn

dβn
EreβYXs “ ErY neβYXs, for |β| ă δ,

and thus

E
“
Y nErX | σpY qs`

‰
“ E

“
Y nErX | σpY qs´

‰
,
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where a` “ maxta, 0u and a´ “ maxt´a, 0u for a P R. Since

E
“
ErX | σpY qs`

‰
“ E

“
ErX | σpY qs´

‰
ă 8

for n “ 0, we can apply the Cramér condition for moment problem (see

e.g. Stoyanov (2013, Section 11)) to obtain

ErX | σpY qs` “ ErX | σpY qs´, a.s.

Therefore, ErX | σpY qs “ ErX | σpY qs` ´ ErX | σpY qs´ “ 0 almost surely.

Lemma 2.2. We have, for almost every t,

Ht,
1

Ht
P L1pPq and

ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu P LppPq,

where 1 ă p ă 2 is a constant in Assumption 2.2.

Proof. Because Assumption 2.2 requires the integrability condition to hold

for 1 ă p, we can assume 1 ă p ă 2 without loss of generality. The first

claim is obvious because dHt{Ht “ ´rtdt´λJ
t dBt and r and λ are bounded.

For the second claim, we check the condition for each part

ż T

0

Dtrudu,

ż T

0

DtpλJ
u qλudu and

ż T

0

DtpλJ
u qdBu, (2.4)

separately (recall that Dpiq
trs “ 0 and Dpiq

t λpjq
s “ 0 for 0 ď s ď t and i, j “
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1, . . . , d). By Assumption 2.2, Fubini’s theorem, and Jensen’s inequality, we

have

8 ą E
”˜ż T

0

´ dÿ

i“1

ż T

0

`
Dpiq

t rs
˘2
dt
¯
ds

¸p{2 ı
“ E

”˜ż T

0

` dÿ

i“1

ż T

0

`
Dpiq

t rs
˘2
ds

¯
dt

¸p{2 ı

“ T p{2E
”˜ż T

0

1

T

` dÿ

i“1

ż T

0

`
Dpiq

t rs
˘2
ds

¯
dt

¸p{2 ı

ě T
p
2´1 E

” ż T

0

´ dÿ

i“1

ż T

0

`
Dpiq

t rs
˘2
ds

¯p{2
dt
ı
,

because 1{2 ă p{2 ă 1. Now, it follows that the expectation

E
”ˇ̌
ˇ
ż T

0

Dtrudu
ˇ̌
ˇ
pı

“ E
”´ dÿ

i“1

´ ż T

0

Dpiq
t rudu

¯2¯p{2ı

is finite for almost every t by Fubini’s theorem, where | ¨ | represents the

Rd-vector norm. By the same argument, together with boundedness of λ,

the second component in (2.4) is also in LppPq. For the third component,

observe that

E
”´

sup
0ďtďT

ˇ̌
ˇ
ż t

0

DupλJ
s qdBs

ˇ̌
ˇ
¯pı

ď dpE
”´ dÿ

i“1

1

d
sup

0ďtďT

ˇ̌
ˇ

dÿ

j“1

ż t

0

Dpiq
u pλpjq

s qdBpjq
s

ˇ̌
ˇ
¯pı

ď dpE
” dÿ

i“1

1

d

´
sup

0ďtďT

ˇ̌
ˇ

dÿ

j“1

ż t

0

Dpiq
u pλpjq

s qdBpjq
s

ˇ̌
ˇ
¯pı

ď dp´1
dÿ

i“1

E
”´

sup
0ďtďT

ˇ̌
ˇ

dÿ

j“1

ż t

0

Dpiq
u pλpjq

t qdBpjq
s

ˇ̌
ˇ
¯pı

ď dp´1Cp

dÿ

i“1

”´ dÿ

j“1

ż T

0

`
Dpiq

u pλpjq
s q

˘2
ds

¯p{2ı
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ď dpCp

dÿ

i“1

1

d

”´ dÿ

j“1

ż T

0

`
Dpiq

u pλpjq
s q

˘2
ds

¯p{2ı

ď dp{2Cp

”´ dÿ

i“1

dÿ

j“1

ż T

0

`
Dpiq

u pλpjq
s q

˘2
ds

¯p{2ı
,

by Jensen’s inequality (because 1{2 ă p{2 ă 1 ă p) and the Burkholder–

Davis–Gundy inequality, where Cp ą 0 is a universal constant depending

only on p. Thus the third component is also in LppPq for almost every t.

Finally, we obtain the result by Minkowski’s inequality.

Remark 2.2. The final inequalities in the proof of the previous lemma require

1 ă p ă 2 (which does not lose generality in our context, as the author have

mentioned). For general 1 ă p version of this inequality, the author refers

Karatzas and Shreve (1991, Remark 3.30).

Proof of Proposition 2.1. First, the chain rule for the Malliavin derivative

gives us

Dt

´ 1

HT

¯
“ Dt exp

! ż T

0

`
ru ` λJ

uλu

˘
du`

ż T

0

λJ
udBu

)

“ 1

HT

´ ż T

0

`
Dtru ` pDtλ

J
u qλu

˘
du`

ż T

0

pDtλ
J
u qdBu ` λt

¯

“ 1

HT

´ ż T

t

Dtrudu`
ż T

t

DtpλJ
t qd rBu ` λt

¯
. (2.5)

Because both HT and λt are Gt-measurable, the condition of the proposition
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is equivalent to

E
”´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇGt

ı
“ α1

t,Tλt, @t P r0, T s, a.s., (2.6)

for some one-dimensional G-adapted process t ÞÑ α1
t,T .

(If part) Assume that the equation (2.6) holds. Then,

E
”
HT

´
IpzHT q ` zHT I

1pzHT q
¯´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇFt

ı

“ E
”
HT

´
IpzHT q ` zHT I

1pzHT q
¯
E
” ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

ˇ̌
ˇGt

ıˇ̌
ˇFt

ı

“ E
”
HT

´
IpzHT q ` zHT I

1pzHT q
¯
α1
t,T

ˇ̌
ˇFt

ı
λt.

Substituting this into (2.3),

Wt

Sp0q
t

ϕt “ pΣJ
t q´1E

”
´HT zHT I

1pzHT q´HT

´
IpzHT q`zHT I

1pzHT q
¯
α1
t,T

ˇ̌
ˇFt

ı
λt,

and mutual fund separation always holds because the inside of the expecta-

tion is one dimensional.

(Only if part) Let a one-dimensional G-adapted process t ÞÑ α1
t,T and a

d-dimensional G-adapted process t ÞÑ νt,T be

α1
t,T :“ λJ

t E
”´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇGt

ıM
pλJ

t λtq,

νt,T :“ E
”´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇGt

ı
´ α1

t,Tλt.
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By construction, we have λJ
t νt,T “ 0. For investors with CRRA utilities

Upwq “ w1´γ{p1 ´ γq with γ ą 0, we have Ipyq ` yI 1pyq “ p1 ´ 1{γqy1´1{γ

and

pΣJ
t q´1Et

”
H

1´ 1
γ

T

´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇFt

ı

“ pΣJ
t q´1E

”
E
”
H

1´ 1
γ

T

´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇGt

ıˇ̌
ˇFt

ı

“ E
”
H

1´ 1
γ

T α1
t,T

ˇ̌
ˇFt

ı
pΣJ

t q´1λt ` pΣJ
t q´1E

”
H

1´ 1
γ

T νt,T
ˇ̌
ˇFt

ı
.

Assuming that mutual fund separation holds among investors with power

utilities, we must have

E
”
H

1´ 1
γ

T νt,T
ˇ̌
ˇFt

ı
“ 0,

because λt and ErH1´ 1
γ

T νt,T | Fts are orthogonal.

Now by Lemma2.2, we can apply Lemma2.1 with

X “ νt,T and Y “ log
´ 1

HT

¯
,

because λ is bounded and λJλ ą ε by assumption. This completes the

proof.

A financial interpretation of this proposition can be found in Section 2.3.3.

This proof also implies that it suffices to verify mutual fund separation among

investors with CRRA utilities to check mutual fund separation among all

investors.
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Corollary 2.1. Mutual fund separation holds among all investors if and only

if it holds among investors with CRRA utilities.

The condition (2.6) trivially holds when the coefficients are deterministic.

In fact, if both r and λ are deterministic, their Malliavin derivatives vanish

and (2.6) holds with α1
t,T ” 0. The condition is, of course, not restricted to

the deterministic coefficient case.

Example 2.1 (Deterministic market prices of risk with stochastic interest

rate). Let λt be a bounded deterministic market price of risk and let rt be

rt “ r
´ ż t

0

λJ
s dBs

¯

where r : R Ñ R is a bounded C8 deterministic function with bounded

derivatives of all orders. Then, by the chain rule of the Malliavin derivative,

we obtain

Dtru “ r1
´ ż u

0

λJ
s dBs

¯
Dt

´ ż u

0

λJ
s dBs

¯
“ r1

´ ż u

0

λJ
s dBs

¯
λt1ttďuu,

and

E
”´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯ˇ̌
ˇGt

ı
“ E

” ż T

t

r1
´ ż u

0

λJ
s dBs

¯
du

ˇ̌
ˇGt

ı
λt,

because λ is deterministic. This implies that two fund separation always

holds.
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The argument of the proof of if part of Proposition 2.1 also provides a

sufficient condition for pn` 1q-fund separation.

Corollary 2.2. Assume λJ
t λt ą ε for some constant ε ą 0 and let G “ tGtu

be a filtration with Gt :“ Ft _ σp1{HT q. The pn ` 1q-fund separation holds

among all investors if

E
”
Dt

´ 1

HT

¯ˇ̌
ˇGt

ı
“ αt,Tλt `

n´1ÿ

i“1

αi,t,T θi,t, pt,ωq-a.e.,

for some d-dimensional F-adapted, bounded processes θ1, . . . , θn´1 such that

θJi,tθi,t ą ε and one-dimensional G-adapted processes t ÞÑ αt,T and t ÞÑ

α1,t,T , . . . ,αn´1,t,T .

A financial interpretation of this corollary is also in Section 2.3.3.

2.3.3 Financial interpretation of Proposition 2.1

In this section we interpret Proposition 2.1 and Corollary 2.2. Specifically,

we answer two questions: (i) what is Dtp1{HT q?; and (ii) why is conditioning

on Gt included? For this, we first investigate the Clark–Ocone formula (2.3),

which offers an intuition of the decomposition of demand.

Demand for the non-Sharpe ratio maximizing portfolio

First, we rewrite the Clark–Ocone formula (2.3), to construct a financial

interpretation of it. Substituting WT “ IpzHT q, I 1pyq “ 1{pU2pIpyqqq and
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(2.5) into (2.3), we obtain

Wtϕt “ pΣJ
t q´1E

”
´ HT

Ht

U 1pWT q
U2pWT q

ˇ̌
ˇFt

ı
λt

` pΣJ
t q´1E

”
´ HT

Ht

´
WT ` U 1pWT q

U2pWT q
¯´

HTDt

´ 1

HT

¯
´ λt

¯ˇ̌
ˇFt

ı

“ WtpΣJ
t q´1λt

` pΣJ
t q´1 1

z
E
„
HT

Ht
WTU

1pWT q
´
´ U 1pWT q

WTU2pWT q
´ 1

¯
Dt

´ 1

HT

¯ˇ̌
ˇ̌Ft

ȷ
.

(2.7)

For the second equation we used that the process pHtWtqt is a P-martingale.

By Bayes’ formula, we obtain a Q-expectation form of (2.7) as

ϕt “ pΣJ
t q´1λt`pΣJ

t q´1 1

z
rE
”´WT

Sp0q
T

M Wt

Sp0q
t

¯
U 1pWT q

´
´ U 1pWT q
WTU2pWT q

´1
¯
Dt

´ 1

HT

¯ˇ̌
ˇFt

ı
.

(2.8)

Here a positive constant z is called the shadow price that depends on ini-

tial wealth, and U 1pwq is marginal utility. The ratio ´U 1pwq{pwU2pwqq is

called risk tolerance, which is the reciprocal of relative risk averseness. If an

investor has a logarithmic utility function, ´U 1pwq{pwU2pwqq “ 1 and the

second term on the right hand side vanishes, it implies that an investor with

logarithmic utility invests all her money in the numéraire portfolio 1{Ht.

Since the numéraire portfolio is also characterized as the (instantaneous)

Sharpe ratio maximizing portfolio, Equation (2.8) can be rewritten as

pInvestmentq “
´
Sharpe ratio
maximizer

¯
`

´
Non-Sharpe ratio

maximizing portfolio

¯
,

39



where

pNon-Sharpe ratio maximizing portfolioq

“pΣJ
t q́ 1

´
Shadow
price

¯́ 1

ˆ rE
„̂

Discounted
Terminal
wealth

˙
ˆ
´
Marginal
Utility

¯
ˆ
´

Risk
tolerance

¯
ˆDt

ˆ
Sharpe
ratio

maximizer

˙ˇ̌
ˇ̌Ft

ȷ
.

This expresses the decomposition of an investor’s demand into demand for

the Sharpe ratio maximizer and demand for the other portfolio (non-Sharpe

ratio maximizing portfolio). Although an investor invests mainly in the

Sharpe ratio maximizing portfolio (log-optimal portfolio) myopically, he rec-

ognizes an infinitesimal change in such a portfolio as a risk. To hedge

this risk, the investor has an additional portfolio, depending on his wealth

level, marginal utility, and risk tolerance, at the terminal point. The de-

gree also depends on the shadow price. Among these four components, only

the risk tolerance (subtracted by 1) can take both positive and negative

values, while others always take positive values. For less risk-tolerant sce-

narios ´U 1pWT q{pWTU2pWT qq ă 1, the investor has additional demand in

such a way as to reduce (hedge) his exposure. On the other hand, for risk-

tolerant scenarios ´U 1pWT q{pWTU2pWT qq ą 1, he has additional demand

that increases (levers) the exposure. The investor’s additional investment is

determined by taking the average of these demands, under the equivalent

martingale measure. A further investigation in Dtp1{HT q also supports this

intuition.

Remark 2.3. In this sense, the demand for the non-Sharpe ratio maximizing
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portfolio can be interpreted as a hedging demand of the investor. However,

it is not the same as the so-called “hedging demand” in Markovian portfolio

optimization problems. They are related, as

´
Non-Sharpe ratio

maximizing portfolio

¯
“

´
“Hedging demand”
in the literature

¯
`

´
´ Jw

WtJww
´ 1

¯
WtpΣJ

t q´1λt,

where J is the indirect utility function of a Markovian control problem and Jw

and Jww are its first and second partial derivatives with respect to wealth level

w, respectively. Equation (2.8) shows that the difference between the two

demands is held by the investor with the same objective as the non-Sharpe

ratio maximizing portfolio of reducing uncertainty due to an infinitesimal

change in the numéraire portfolio.

What is Dtp1{HT q?

Although (2.7) and (2.8) still hold in non-Markovian markets, we consider a

Markovian market model to obtain the financial intuition of Dtp1{HT q.

Markovian market model

Let X0 be a one-dimensional process and X be an n-dimensional state vari-

able processes such that

d

¨

˚̋X0
t

Xt

˛

‹‚“

¨

˚̋prpXtq ` λJλpXtqqX0
t

µXpXtq

˛

‹‚dt`

¨

˚̋λpXtqJX0
t

ΣXpXtq

˛

‹‚dBt, (2.9)

with initial condition pX0
0 , X0qJ “ p1, xqJ P R1`n, where r : Rn Ñ R, λ :
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Rn Ñ Rd, µX : Rn Ñ Rn and ΣX : Rn Ñ Rnˆd are deterministic functions

with sufficient conditions to obtain Nualart (2006, Equation (2.59)). We

denoteX0 by 1{Ht, because it has the same stochastic integral representation

as the numéraire portfolio.

By Nualart (2006, Equation (2.59)), we have

Dpiq
t

´ 1

HT

¯
“

nÿ

l“0

Y 0
0,TY

´1,l
0,t

λpiqpXtq
Ht

`
nÿ

k“1

nÿ

l“0

Y 0
l,TY

´1,l
k,t ΣX

k,ipXtq.

Here pY i
j,tqi,j“0,...,n are often denoted by the partial derivatives of p1{H,Xq

with respect to their initial values3

Yt “ pY i
j,tqi,j“0,...,n “

¨

˚̋
B

Bp1{H0q
1
Ht

B
Bx

1
Ht

0 B
BxXt

˛

‹‚, Y0 “ pY i
j,0qi,j“0,...,n “ E1`n

where Y ´1
t “ pY ´1,i

j,t qi,j“0,...,n denotes the inverse matrix of Yt, and E1`n

denotes the d-dimensional identical matrix.

Interpretation of Dtp1{HT q

3It is defined by

Y 0
j,t “ 1j“0 `

ż t

0
Y 0
j,s

´
λJpXsqdBs ` prpXsq ` λJλpXsqqds

¯

`
nÿ

k“1

ż t

0
Y k
j,s

1

Hs

´ B
Bxk

λpXsqJdBs `
B

Bxk
prpXsq ` λJλpXsqqds

¯
,

Y i
j,t “ 1j“i `

nÿ

k“1

ż t

0
Y k
j,s

´ B
Bxk

ΣXJ
j pXsqdBs `

B
Bxk

µX
j pXsqds

¯

for i “ 1, . . . , n and j “ 0, . . . , n.
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In the Markovian market of (2.9), the Malliavin derivative is written as

D0

´ 1

HT

¯
“

ˆ B
Bp1{H0q

1

HT
,

B
Bx

1

HT

˙
¨

˚̋
λpX0q
H0

ΣXpX0q

˛

‹‚

which is interpreted as

D¨
´ 1

HT

¯
“

´
Effect of change

in current state variables

¯
ˆ
´

Current exposure
to Brownian motion

¯
.

Intuitively, it represents the uncertainty that is produced by a change in the

Sharpe ratio maximizer 1{HT due to infinitesimal changes in current state

variables.

Why is conditioning on Gt included?

Each equation (2.7) and (2.8) implies that a sufficient condition for two fund

separation is the hedgeability of the infinitesimal change in 1{HT by trading

the numéraire portfolio, that is,

Dt

´ 1

HT

¯
“ αt,Tλt. (2.10)

However, it is not a necessary condition because, in view of (2.7), investors de-

termine their additional demands conditioned on their wealths WT , marginal

utilities U 1pWT q, and risk tolerances ´U 1pWT q{pWTU2pWT qq, at the time

of consumption, together with HT . Since WT “ IpzHT q, it suffices to
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hold (2.10) conditioned by 1{HT (together with Ft). This is why Gt “

Ft _ σp1{HT q appears in Proposition 2.1.

2.4 A Utility Characterization of Mutual Fund

Separation

In previous section, we find a market condition for mutual fund separation.

In this section, we find a utility condition under which all investors have the

same portfolio as a portfolio of risky assets.

As in previous section, we begin with the Clark–Ocone formula of Ocone

and Karatzas (1991):

HtWtϕt “pΣJ
t q´1E

”
´HT zHT I

1pzHT q
ˇ̌
ˇFt

ı
λt

` pΣJ
t q´1E

»

——–
´HT

´
IpzHT q ` zHT I

1pzHT q
¯

ˆ
´ ż T

t

Dtrudu`
ż T

t

DtpλJ
u qd rBu

¯

ˇ̌
ˇ̌
ˇ̌
ˇ̌
Ft

fi

ffiffifl .
(2.11)

A closer look in this equation tells us that the mutual fund separation always

folds among CRRA utilities with a unique risk-averseness. In fact, if an

investor have CRRA utility:

Upwq “

$
’’&

’’%

w1´γ ´ 1

1´ γ
, 0 ă γ ‰ 1,

logw, γ “ 1,

ùñ Ipyq “ y´
1
γ , (2.12)
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equation (2.11) can be rewritten as

HtWtϕt

“ z´
1
γ pΣJ

t q´1E
„
H

1´ 1
γ

T

!1

γ
´

´
1´ 1

γ

¯´ ż T

t
Dtrudu`

ż T

t
DtpλJ

u qd rBu

¯)ˇ̌
ˇFt

ȷ

loooooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooooon
Initial-wealth (investor) independent

.

In this equation, the terms in the left-hand-side are all investor-independent,

other than shadow price z “ zpW0q which is a constant. It means that the

investors with CRRA utilities with a unique risk-averseness have the same

portfolio as a portfolio of risky assets, regardless of initial wealths.

In the remainder of this section, we show that there is a market model in

which investors must have CRRA utility in order the mutual fund separation

holds, regardless of initial wealths. Such a market model can be found in

Markovian markets.

2.4.1 Markovian market

Let us assume that asset prices Sp0q
t and Spiq

t solve the following SDE:

dSp0q
t

Sp0q
t

“ rpXtqdt and
dSpiq

t

Spiq
t

“ µpiqpXtqdt` ΣpiqpXtqdBt, for i “ 1, . . . , d,

(2.13)
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where r, µpiq : Rn Ñ R and Σpiq : Rnˆd Ñ R are deterministic bounded, C8

functions that satisfy Assumption 2.1. An n-dimensional process X solves

dXt “ µXpXtqdt` ΣXpXtqdBt, (2.14)

where µX : Rn Ñ Rn and ΣX : Rnˆd Ñ Rn, are deterministic, bounded, C8

functions.

Let us denote the indirect utility function by J :

Jpt, w, xq :“ E
“
UpWT q | Wt “ w,Xt “ x

‰
, (2.15)

for optimal wealth process W with strategy ϕ. It is well known that the

indirect utility function J satisfies Hamilton–Jacobi–Bellman equation (HJB

equation) of the form

0 “ max
ϕPRd

LϕJpt, w, xq, JpT,w, xq “ Upwq, (2.16)

where Lϕ is the generator of pt,W,Xq

Lϕ :“ B
Bt `

1

2
w2ϕJΣΣJϕ

B2
Bw2

` wpϕJΣλ` rq B
Bw

` wϕJΣΣXJ B2
BwBx

J
` 1

2

nÿ

i,j“1

ΣX
i Σ

X
j

B2
BxiBxj

` µXJ B
Bx

J
,

(2.17)
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and ΣX
i “ ΣX

i pxq is the i-th row of the matrix ΣX . Since ϕ only appears in

1

2
w2ϕJΣΣJϕ

B2
Bw2

J ` wϕJΣλ
B
BwJ ` wϕJΣΣXJ B2

BwBxJ
J, (2.18)

the first-order condition for optimal ϕ is

ϕJ “ ´Σ´1 1

w

BwJ
BwwJ

λJ
looooooooomooooooooon
“myopic demand”

´Σ´1 1

w

BwxJ

BwwJ
ΣX

looooooooomooooooooon
“hedging demand”

, (2.19)

where BwJ represents the partial derivative of indirect utility J with respect

to w, and so on. Here the first term on the right hand side is called “my-

opic demand” which represents the investment in instantaneous Sharpe ratio

maximizer, and the second term is called “hedging demands” in Markovian

portfolio choice problem. As is mentioned above, “hedging demands” are not

same as investments in non-Sharpe ratio maximizing portfolio.

2.4.2 A utility condition for mutual fund separation

Although Schachermayer et al. (2009, Theorem3.15) have shown a utility

condition for mutual fund separation, their proof requires taking a limit on

market models (physical measures). We show that a similar result can be

obtained by considering one specific market model. Formally, let x ÞÑ νpxq

be a strictly increasing C8 function such that ν is bounded, is bounded

away from 0, and has bounded derivatives of all orders. For example νpxq “
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Arctanpxq ` 2 satisfies such conditions. Let us consider the market of the

form:

Sp0q ” 1,
dSp1q

t

Sp1q
t

“ νpBp2q
t q dt` dBp1q

t ,
dSpiq

t

Spiq
t

“ dBpiq
t , for i “ 2, . . . , d.

(2.20)

Proposition 2.2 (Mutual fund separation and utility function). Under the

market model (2.20), the utility function U of each investor must be an affine

of CRRA utility function with a unique relative risk averseness, in order such

utility functions to exhibit mutual fund separation.

Proof. Our proof is in three steps.

Step 1 (x ÞÑ ϕp1qpT´, w, xq is strictly increasing). We first prove that the

investor’s optimal portfolio weight for the first asset x ÞÑ ϕp1qpT´, w, xq is

strictly increasing in x for each w. Assume that ϕp1qpT´, w, xq “ ϕp1qpT´, w, yq

for some pair x, y and for some w ą 0. Then, by the first order condition of

HJB equation, we have

BwJpT´, w, xq
BwwJpT´, w, xqνpxq “

BwJpT´, w, yq
BwwJpT´, w, yqνpyq (2.21)

for some w, because ϕp1qpT´, w, xq “ ϕp1qpT´, w, yq by the assumption. Thus

we must have
U 1pwq
U2pwqνpxq “

U 1pwq
U2pwqνpyq, (2.22)

because JpT´, w, xq “ Upwq. However, this contradicts to the assumption

that U is a strictly increasing and strictly concave function. Therefore x ÞÑ
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ϕp1qpT´, w, xq must be strictly increasing.

Step 2 (Investors must have CRRA utilities). By the first order condition

of the HJB equation,

wϕpt, w, xq “ ´ BwJ
BwwJ

¨

˚̊
˚̊
˚̊
˚̊
˚̊
˝

νpxq

0

0

...

0

˛

‹‹‹‹‹‹‹‹‹‹‚

´ BwxJ

BwwJ

¨

˚̊
˚̊
˚̊
˚̊
˚̊
˝

0

1

0

...

0

˛

‹‹‹‹‹‹‹‹‹‹‚

. (2.23)

The mutual fund separation implies

BwxJpt, 1, xq
BwJpt, 1, xq

“ BwxJpt, w, xq
BwJpt, w, xq

“: F pt, xq, (2.24)

for some function F pt, xq for each t, w, and x. Thus there exist deterministic

functions f and g such that

B
BwJpt, w, xq “ gpt, wqfpt, xq (2.25)

and
BwJpt, w, xq
BwwJpt, w, xq

“ gpt, wq
Bwgpt, wq

“: Gpt, wq. (2.26)

On the other hand, by the martingale approach together with the Clark–
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Ocone formula (under change of measure),

Wtϕt “ EQ
”
´ U 1pWT q

U2pWT q
ˇ̌
ˇFt

ı

¨

˚̊
˚̊
˚̊
˚̊
˚̊
˚̋

νpXtq
0

0

...

0

˛

‹‹‹‹‹‹‹‹‹‹‹‚

` EQ
”
´

´ U 1pWT q
U2pWT q `WT

¯ ż T

t

¨

˚̊
˚̊
˚̊
˚̊
˚̊
˚̋

0

ν1pXtq
0

...

0

˛

‹‹‹‹‹‹‹‹‹‹‹‚

d rBp1q
t

ˇ̌
ˇFt

ı
, (2.27)

which implies

Gpt,Wtq “ EQ
”U 1pWT q
U2pWT q

ˇ̌
ˇFt

ı
. (2.28)

Especially, Gpt,Wtq is a Q-martingale with terminal condition GpT,WT q “

U 1pWT q{U2pWT q. Now, applying the Feynman–Kac formula, we obtain

B
BtGpt, wq ´ 1

2

B2
Bw2

Gpt, wqw2ϕp1qpt, w, xq2
ˆ
1`

´BwxJpt, w, xq
BwJpt, w, xq

1

νpxq
¯2
˙

“ 0,

(2.29)

for each t, w, and x, because ϕp2q “ ϕp2q
ϕp1qϕ

p1q. Letting t Ñ T , we have

B
BtGpT´, wq ´ 1

2

B2
Bw2

GpT´, wqw2ϕp1qpT´, w, xq2 “ 0. (2.30)

Since x ÞÑ ϕp1qpT´, w, xq is strictly increasing for each w ą 0, we obtain

U 1pwq
U2pwq “ GpT´, wq “ αw ` β, for some α, β P R. (2.31)

Thus we conclude that U is a utility function with linear risk tolerance;

specifically, under our assumption, U is an affine of CRRA utility function.
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For the uniqueness of the parameter of utility function, we use the fol-

lowing lemma.

Lemma 2.3. Form utility functions U1, . . . , Um and positive constants z1, . . . , zm ą

0, let pU 1q´1 be

pU 1q´1pyq :“
mÿ

k“1

pU 1
kq´1

´ y

zk

¯
. (2.32)

Then, the inverse function U 1 “ ppU 1q´1q´1 exists and the (indefinite) integral

U of U 1 is again a utility function.

Proof. Since x ÞÑ pU 1
kq´1pxq is a strictly decreasing function, the sum pU 1q´1

is also strictly decreasing and has the inverse function U 1 :“ ppU 1q´1q´1.

Thus we need to show that U 1 ą 0 and U2 ă 0. Since each mapping

pU 1
kq´1 : p0,8q Ñ p0,8q is strictly decreasing, the sum pU 1q´1 is also a

strictly decreasing function from p0,8q to p0,8q and the inverse function U 1

is also strictly decreasing and is positive.

Proof of Proposition 2.2 (continued). Step 3 (Uniqueness of the relative risk

averseness). Assume that two CRRA utility functions U1pwq “ w1´γ1{p1´γ1q

and U2pwq “ w1´γ2{p1´γ2q exhibit mutual fund separation. Let z1 “ z2 “ 1.

Let a function I be

Ipyq :“ pU 1
1q´1pyq ` pU 1

2q´1pyq. (2.33)

Then there exists a utility function U with I “ pU 1q´1 by the previous lemma.
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For each W0 ą 0, let z ą 0 be

EQ
”
pU 1q´1

´MT

z

¯ı
“ W0. (2.34)

Then, the optimal terminal wealth WT of the investor with utility function

U and initial wealth W0 satisfies

WT “ pU 1q´1
´MT

z

¯
“ pU 1

1q´1
´MT

z

¯
` pU 1

2q´1
´MT

z

¯
“ W1,T `W2,T , (2.35)

which implies that U also exhibits mutual fund separation in each market.

By step 2, however, such a utility function must be CRRA-type. For this, we

must have γ1 “ γ2.

Remark 2.4. This result is related to Cass and Stiglitz (1970) and Dybvig

and Liu (2018), who proved the relation between (monetary) separation and

utilities with linear risk tolerance in one-period finite-state of either complete

or incomplete markets; and it is also related to Schachermayer et al. (2009),

who showed an example of a class of markets in which only CRRA utilities

are available if the mutual fund separation holds. It is worth noting that

the restriction of utility functions by separation was considered as a global

relation in previous studies. This result, on the other hand, considers this

relation as a pointwise restriction.
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2.4.3 An application to pricing under the minimal equiv-

alent martingale measure

In complete markets, the market prices of risk λ is uniquely determined by

the dynamics of assets, which must be consistent with investor preferences

behind market models. In incomplete markets, on the other hand, the market

prices of risk cannot determined simply by the dynamics of assets, and thus

additional assumptions have to be made to find it out uniquely. Although

different investors can estimate different market prices of risks for untradable

risks, it is usually assumed that the market admits a market prices of risk

of specific types without specifying investor preferences, for option pricing

purpose.

In this section we investigate the relation between assumption of some

specific market prices of risk and utility function, in incomplete market.

Specifically we focus on the minimal equivalent martingale measure (MEMM)

from the perspective of mutual fund separation. For simplicity, we assume

that investors have the same utility functions, and consider a Markovian

market driven by two-dimensional Brownian motion with a risk-free asset

and one risky asset. Throughout this section we assume, without loss of
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generality, an incomplete market of the form

dSp0q
t

Sp0q
t

“ rpXtq dt,

dSp1q
t

Sp1q
t

“ µp1qpXtq dt` σp1qpXtq dBp1q
t ,

(2.36)

where r, µp1q and σp1q are C8 bounded functions with bounded derivatives

and X follows

dXt “ µXpXtq dt` ΣXpXtq

¨

˚̋dBp1q
t

dBp2q
t

˛

‹‚, (2.37)

where B “ pBp1q, Bp2qqJ is a two-dimensional standard Brownian motion. In

general, this system determines an incomplete market because the risk driven

by Bp2q exists and cannot be hedged in the market.

In this case, the market price of risk λp1q
t of the first Brownian motion

Bp1q is uniquely determined by

λp1qpXtqσp1qpXtq “ µp1qpXtq ´ rpXtq. (2.38)

However, any adapted processes (with sufficient integrability) can serve as a

market price of risk λp2q of the second Brownian motion Bp2q. As a result,

the risk-neutral measure Q can be taken as

dQ
dP “ exp

"
´

ż T

0

pλp1q,λp2qq dBt ´
1

2

ż T

0

}pλp1q,λp2qqJ}2 dt
*

(2.39)
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for any choices of λp2q, and thus the prices of contingent claims on Bp2q cannot

be determined uniquely. The problem of asset pricing in incomplete markets

is to determine λp2q (and the corresponding risk-neutral probability measure

Q), via characteristics of investors —such as utility functions—.

One usual technique is to impose additional assumptions on λ directly.

For example, if one assumes that the investors do not stipulate any pre-

mium on Bp2q, then λp2q equals identically zero. In this case, the risk-neutral

measure Q is determined by

dQ
dP “ exp

"
´

ż T

0

λp1q
t dBp1q

t ´ 1

2

ż T

0

pλp1q
t q2 dt

*
, (2.40)

such a risk-neutral measure Q is called the minimal equivalent martingale

measure.

Another technique to determine λp2q in incomplete markets is to introduce

additional assets to the model such a way as to make the market complete,

such that the investors are prohibited from having positions on these assets

(as optimal strategies). In other words, the market price of risk λp2q for Bp2q

is determined such that each investor have no position on these additional

assets optimally. Specifically, we add an asset Sp2q

dSp2q
t

Sp2q
t

“ µp2qpXtq dt` Σp2qpXtq dBt, (2.41)

to the market (2.36), where µp2q is an R-valued function and Σp2q is an R2-
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valued function. Both are bounded C8 functions with bounded derivatives

of all orders. we denote by Σ “ pΣp1q,Σp2qqJ, where Σp1q “ pσp1q, 0qJ. With

this asset, the market becomes complete and the market price of risk λp2q of

Bp2q is the unique solution of

Σp2q

¨

˚̋λp1q

λp2q

˛

‹‚“ µp2q ´ r. (2.42)

The coefficients are assumed to satisfy the conditions of this chapter.

Although applying the first technique —imposing additional assumptions

on λ directly— is often easy to calculate option prices, it sometimes difficult

to interpret economically. Pham and Touzi (1996) filled this gap by demon-

strating that imposing restriction on λ in the second technique —adding

assets— is related to imposing restrictions on the utility function of the in-

vestor in the framework of representative investor model.

In this section we investigate these relations in the view of mutual fund

separation, because the second method is closely related to mutual fund sep-

aration. In fact, if one assumes that the risk-neutral measure Q is identical

among investors, there exists a market such that each investor must have the

same parameter of CRRA utility by Proposition 2.2, because each investor

must have zero position on the additional asset optimally. In this sense, we

say that the risk-neutral measure Q is viable for a utility function U , if in-

vestors with utility function U have zero position on the additional asset Sp2q
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as their optimal strategies, irrespective of their initial wealth. Specifically,

we focus on the relation between minimal equivalent martingale measure and

the logarithmic utility.

Minimal equivalent martingale measure

Let us assume the market price of risk λ “ λMEMM is of the form

λMEMM
t “

¨

˚̋λp1q
t

0

˛

‹‚, where λp1q
t σp1q

t “ µp1q
t ´ rt (2.43)

The minimal equivalent martingale measure QMEMM is the martingale mea-

sure defined by the market prices of risk λMEMM as

dQMEMM

dP “ exp

"
´

ż T

0

λMEMMJ
t dBt ´

1

2

ż T

0

}λMEMM
t }2 dt

*
. (2.44)

The minimal equivalent martingale measure is often used in incomplete mar-

ket asset pricing as a benchmark, because this martingale measure always

exists if at least one equivalent martingale measure exists.

Under the minimal equivalent martingale measure, the corresponding ad-

ditional asset Sp2q is of the form:

dSp2q
t

Sp2q
t

“ pσp2,1q
t , σp2,2q

t q
`
λMEMM
t dt` dBt

˘
. (2.45)
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By the Clark–Ocone formula under the change of measure, we have

Wt

Sp0q
t

¨

˚̋ϕp1q
t σp1q

t ` ϕp2q
t σp2,1q

t

ϕp2q
t σp2,2q

t

˛

‹‚

“ EQ
”
´ 1

Sp0q
T

U 1pWT q
U2pWT q

ˇ̌
ˇFt

ı
¨

˚̋λp1q
t

0

˛

‹‚

` EQ

«
´ 1

Sp0q
T

´U 1pWT q
U2pWT q

`WT

¯´ ż T

t
Dtrs ds`

ż T

t
Dtλs d rBs

¯ ˇ̌
ˇFt

ff
.

(2.46)

Note that investors have zero positions on Sp2q if and only if the second part

equals to zero. The logarithmic utility is always viable because the second

term of the right hand side vanishes when Upwq “ logw. Conversely, if one

considers markets described in the proof of Proposition 2.2, it can be shown

that the investor must have logarithmic utility.

Corollary 2.3. 1. The minimal equivalent martingale measure is always

viable if investors have logarithmic utilities.

2. There exist markets in which the investors must have logarithmic util-

ities, in order the minimal equivalent martingale measure to be viable.

This can be interpreted as follows: since investors with logarithmic utility

do not have hedging demands, they do not stipulate any premia for the risk

of coefficients µp1q, rp1q and σp1q. This leads to λp2q ” 0 or minimal equivalent

martingale measure.

Remark 2.5. Of course there is a market model in which investors have differ-

ent portfolio, even if they have same preferences and information. Endoge-
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nous heterogeneous beliefs in optimal expectations equilibria of Brunnermeier

and Parker (2005) is one example.

Remark 2.6. For optimization problems in constrained markets, the author

refers Cvitanić and Karatzas (1992).

2.5 Discussion

CAPM or APT

In this study, we are motivated to find analytic conditions for mutual fund

separation, because it plays critical role in CAPM. Our result implies it is

the nature of equivalent martingale measure that determines whether the

mutual fund separation holds or not. It suggests us, however, that we should

compare our result with no-arbitrage based models such as arbitrage pricing

theory introduced by Ross (1976)4, not equilibrium based CAPM, c.f. Har-

rison and Kreps (1979). An important example is the interest rate model of

Heath, Jarrow, and Morton (1992). Recently, Gehmlich and Schmidt (2018)

introduce predictable default of Merton (1974) as well as unpredictable de-

fault (intensity models, also known as hazard rate models, see e.g. Jarrow,

Lando, & Yu, 2005). In order to carry out empirical tests, however, we need

a methodology to estimate Malliavin derivatives from data. This is also a

problem worth tackling.

4Strictly speaking, his notion of arbitrage seems to be different to pathwise arbitrage
concept of mathematical finance.
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Jump diffusion model

One natural generalization of our result is to introduce jump risks in the as-

set price dynamics. The martingale approach for jump-diffusion asset prices

(a counterpart to equation (2.2) of this chapter) is found in Kramkov and

Schachermayer (1999), whose result is also used in Schachermayer et al.

(2009). Malliavin calculus is also applicable to such processes (more pre-

cisely, Lévy processes) using chaos expansion technique. An introductory

textbook is Di Nunno, Øksendal, and Proske (2009), which also contains a

counterpart of Clark–Ocone formula of Ocone and Karatzas (1991) (called

“generalized Clark–Ocone theorem under change of measure for Lévy pro-

cesses,” Di Nunno et al. (2009, p.200)). We need to check whether it is

applicable to our problem.

Consumptions at non-terminal points

In this study, we assumed that the investor can consume at terminal point T

alone. However, the martingale approach as well as the Clark–Ocone formula

do not exclude consumptions in t P r0, T s. A difficulty arises because it

requires estimation of correlations between some random variables that are

related to stochastic integral of future consumptions, to obtain a similar

result. This is also a future work.
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2.6 Conclusion

This chapter finds an analytic market condition for mutual fund separa-

tion using the Malliavin calculus technique. The condition reads: a condi-

tional expectation of an infinitesimal change in the numéraire portfolio can

be hedged by the numéraire portfolio itself. In a Markovian market, such an

infinitesimal change is characterized as an infinitesimal change in state vari-

ables. This is because investors first invest in the numéraire portfolio (Sharpe

ratio maximizing portfolio) and then invest in other portfolio to reduce the

infinitesimal change in uncertainty produced by an infinitesimal change in

the numéraire portfolio (non-Sharpe ratio maximizing portfolio). This im-

plies that investors’ performance will improve if securities that hedge the

uncertainty of the numéraire portfolio are provided. Such a decomposition

is still valid in non-Markovian markets.

It also finds that mutual fund separation among CRRA utilities implies

separation among arbitrary utility functions. This leads to a conjecture that

there is a market model in which investors must have CRRA utilities of a

unique parameter to mutual fund separation holds, and we proved it. The

result is consistent to Cass and Stiglitz (1970) and Dybvig and Liu (2018)

(discrete-time models), and Schachermayer et al. (2009) (continuous-time

model).
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Chapter 3

Speculative Trades and

Differences in Bargaining

Power

3.1 Introduction

It is well known that if investors have different beliefs about future dividends

of a stock, the stock price may deviate from investors’ valuations. Harrison

and Kreps (1978) show that the price of the stock can be even higher than

the present value of dividends by the most optimistic investors, because the

stock holder has not only the dividend stream but also an option to resell

it. They call this phenomenon a speculation. Scheinkman and Xiong (2003)
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show that the speculation occurs even if investors are neither optimistic nor

pessimistic in advance.

The speculation is thought to be related to asset bubbles. Previous studies

show the effect of speculative trades on stock prices, assuming that the sellers

have complete bargaining power: once an investor sells the stock, he will be

exploited up to his outside option (zero expected cash flow). However, it

is still unsolved how speculative trades effect on stock prices during bubble

formation periods (in which sellers are gaining bargaining power), and after

bursts of bubbles (in which buyers have bargaining power). The purpose of

this chapter is to fill this gap.

In this chapter, we assume that both sellers and buyers can have bar-

gaining power. Unlike previous studies, the buyer’s expected payoff (per-

formance) is not necessarily zero and thus the buyer also has an option to

buy the stock back. Therefore the price consists of the dividend valuation,

the resale option, and the buyback option. Because investors have different

beliefs, trades can occur at any price between the reservation price for the

seller and for the buyer. When the price gets closer to the reservation price

for the buyer, the buyer’s expected payoff approaches zero and vice versa.

Thus we define the bargaining power as the closeness of the price to the

other investor’s reservation price. We explore the effect of differences in the

bargaining power on the price and its volatility.

We find that there exist equilibria in which prices differ from each other,
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even though the expected payoffs (performances) of each investor are iden-

tical, assuming that the asset is indivisible. This difference comes from the

gap between bargaining power as a seller and as a buyer. If each investor has

bargaining power as a seller but has less power as a buyer, the buyer would

have to put up with high prices. Anticipating this, current holders may boost

the price, which forms the resale option. Similarly, a buyback option arises

when investors have bargaining powers as buyers. In both cases, investors’

expected payoffs are determined by the initial bargaining power, that is the

bargaining power as a seller of the initial holder (or equivalently, the bar-

gaining power as a buyer of the other investor). Therefore, no one makes a

profit from the rise and fall in the price process caused by the speculative

trades.

Cao and Ou-Yang (2005) show some examples in which heterogeneous

beliefs can cause both higher prices than the most optimistic investor’s val-

uation and lower prices than the most pessimistic investor’s valuation. Al-

though the price may have both resale option value and buyback option value,

it is difficult to distinguish them in their model due to the risk averseness

of the investors. Assuming risk-neutral investors, we decompose the equilib-

rium price into four components—seller’s valuation, buyer’s valuation, resale

option, and buyback option—and investigate relations between them.

We find numerically that the speculative trades can both increase and

decrease the volatility of the price process. If the current stock holder has

bargaining power as a seller (or as a buyer) and the future holder has more
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power as a seller (or as a buyer), the volatility of stock price tends to increase.

On the other hand, if both investors have bargaining power as sellers (or as

buyers), the volatility will decrease.

It may be counterintuitive that the speculative trades can decrease the

stock volatility (even though the price itself rises due to speculation). If sell-

ers have bargaining power, the stock price gets closer to the reservation price

for the buyer, which consists of the dividend value for the buyer and the

resale option for him. When the buyer places a high value on the dividend,

the valuation by the seller will be relatively lower and thus the resale option

value decreases. This negative correlation results in a decrease in the volatil-

ity of the price process as a whole. If, on the other hand, sellers are gaining in

bargaining power (or as sellers), the current price better reflects the seller’s

valuation (compared to the future price), and the buyer expects higher value

on the resale option than the seller expects on the buyback option. Because

the seller’s dividend valuation and the buyer’s resale option valuation are

positively correlated, the volatility can increase due to speculation in this

case.

Gallmeyer and Hollifield (2008) find that the volatility can be both higher

and lower due to heterogeneous beliefs and a short-sales constraint. Their

results largely depend on the parameter of the utility function of the prede-

termined optimists in comparison with the pessimists’. In contrast, we obtain

the result assuming that the investors are not optimistic nor pessimistic in

advance and the utilities are identical (risk neutral).
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Mathematically, the problem becomes more complicated when the buyer

also anticipates profit from the trades. If the buyer’s expected payoff is

zero, the current stock holder’s problem is to choose the time to sell it.

If the buyer also expects positive payoff, however, the current holder has

to choose the selling time considering the buyback time strategy, the next

time to sell, and so on. Such a problem is called optimal multiple stopping

problem. Unfortunately, these problems are less studied. In order to grapple

with optimal multiple stopping problem, we apply the method of optimal

switching developed in, for example, Pham (2007), who show that some

optimal switching problems can be reduced to optimal stopping problems

with regime-dependent boundary conditions. In this model, investors chooses

two regimes—holder and non-holder—to maximize their expected payoff in

total.

The remainder of this chapter is constructed as follows. Section 3.2 in-

troduces assumptions of this chapter including the restriction on the price

process. Section 3.3 decomposes the price into the dividend value, the re-

sale option value for the buyer and the buyback option value for the seller.

Section 3.4 investigates the properties our solution should have. Section 3.5

states the effect of the differences in bargaining power on the equilibrium

price and its volatility. This is the main results of this chapter. Section 3.6

discusses the result. Section 3.7 concludes the chapter. Proofs can be found

in Appendix.
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3.2 The Model

3.2.1 Basic assumptions

In order to investigate the effect of differences in bargaining power, our model

follows the basic assumptions of the Scheinkman and Xiong (2003) model,

which assumes investors neither optimistic nor pessimistic in advance.

We consider an economy with two risk-neutral investors indexed by 1

and 2 with the discount rate r ą 0. There is an indivisible risky asset, which

generates a flow of dividend. The cumulative dividend is denoted by D and

it satisfies

dDt “ Θt dt` σDdBD,t,

where BD,t is a Wiener process and σD ą 0 is a constant. The stochastic

process Θt is a state variable which determines the future dividends. It

follows an Ornstein-Uhlenbeck process

dΘt “ λ
`
µ´Θt

˘
dt` σΘ dBΘ,t,

where BΘ,t is a Wiener process, and σΘ ą 0, λ ą 0, µ are constants. The

asset is traded in a stock market and is the only security traded in the market.

Short sales in the asset is prohibited, and a seller (resp. buyer) pays cS ą 0

(resp. cB ą 0) when he sells (resp. buys) the asset. We denote by c the total

transaction cost for trading: c “ cS ` cB.
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The state variable Θt gives two signals S1,t and S2,t which satisfy

dSi,t “ Θtdt` σS

`
φidBΘ,t `

b
1´ φ2

idBi,t

˘
, i “ 1, 2,

where B1,t and B2,t are Wiener processes, and σS ą 0 is a constant. We

assume that φ1 “ φ and φ2 “ 0 under a probability measure P1, and φ2 “ φ

and φ1 “ 0 under another probability measure P2 for some constant 0 ă φ ă

1. This symmetry of beliefs makes it easy to solve the problem. The four

Wiener processes BD, BΘ, B1 and B2 are independent.

The investors observe the dividend stream D and two signals S1 and S2,

but cannot observe the state variable Θ directly.

Assumption 3.1. The investors have the same information set tFtu which

is given by

Ft :“ σpDs, S1,s, S2,s; 0 ď s ď tq,

that is the (augmented) filtration generated by D, S1 and S2.

By Assumption 3.1, we have assumed that the investors have the same

information about the economy, but the investors cannot tell that a high

(resp. low) dividend is due to a high (resp. low) state variable or noise dBD.

In order to maximize their expected discounted cash flows, the investors have

to estimate the current value of the state variable Θ. We assume they have

different beliefs about the parameter of Θ.

Assumption 3.2. Investor i P t1, 2u believes that the physical probability
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Figure 3.1: A description of the model.

measure is Pi. Investor i knows that Investor j ‰ i believes in the probability

measure Pj.

This assumption means that Investor i believes that the signal Si is corre-

lated to the fundamental value Θ and 0 ă φ ă 1 is the correlation parameter.

Therefore, Investor i believes that the signal Si is more informative than the

other signal Sj, and the estimations of Θt by two investors are different from

each other. Figure 3.2.1 shows this model graphically.

For the sake of mathematical tractability, we further assume

Assumption 3.3. Under Pi, the initial value Θ0 of Θ is independent of

the Wiener processes BD, BΘ, B1 and B2, and normally distributed with

mean pΘi,0 P R and variance γ, where γ is the unique positive solution of the
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quadratic equation

p1´ φ2qσ2
Θ ´ 2

´
λ` σΘφ

σS

¯
γ ´

´ 1

σ2
D

` 2

σ2
S

¯
γ2 “ 0.

This assumption makes the conditional expectation EirΘt | Fts “: pΘi,t

time-homogeneous (see Lemma 3.1). Here, γ is the long-run steady-state

variance of EirΘt | Fts, that is, VaripΘt | Ftq Ñ γ as t Ñ 8 if Θ0 is normally

distributed.

3.2.2 Strategies and equilibria

We assume that the asset price may differ according to the holder of the asset

because the asset is indivisible and short sales are prohibited.

Definition 3.1 (Price process). We call a two dimensional tFtu-adapted

process Pt “ pP1,t, P2,tqJ a price process such that if Investor o P t1, 2u has

the risky asset then the transaction can take place at price Po,¨.

Given a price process tPtu and a sequence tτnu of stopping times 0 “ τ0 ď

τ1 ă τ2 ă ¨ ¨ ¨ Ñ 8, which represent the timings of trades, the performance

of Investor i1s is evaluated by

Viptτnuq “ Ei

»

————–

ż 8

0

e´rs
8ÿ

k“0

1rτ2k,τ2k`1qdDs

`
8ÿ

k“0

e´rτ2k`1pPi,τ2k`1
´ cSq ´

8ÿ

k“1

e´rτ2kpPj,τ2k ` cBq

fi

ffiffiffiffifl
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if i has the asset initially. In this case, τn represents i’s selling time for odd

n and buying time for even n. Otherwise the performance of Investor i is

Riptτnuq “ Ei

»

————–

ż 8

0

e´rs
8ÿ

k“1

1rτ2k´1,τ2kqdDs

´
8ÿ

k“1

e´rτ2k´1pPj,τ2k´1
` cBq `

8ÿ

k“1

e´rτ2kpPi,τ2k ´ cSq

fi

ffiffiffiffifl

and τn represents i’s buying time for odd n and selling time for even n, in

this case.

Definition 3.2 (Strategy). We call a sequence of finite tFtu-stopping times

tτnu such that 0 “ τ0 ď τ1 ă τ2 ă τ3 ă ¨ ¨ ¨ Ñ 8 a strategy.

Figure 3.2.2 shows a strategy τ of Investor j graphically. If Investor j

holds the asset initially, he receives dividend stream dDt continuously until

he sell it at τ1. At the first selling time τ1 he sell the asset at the price Pj,τ1

and receives Pj,τ1 ´ cS. Then he will buyback it at τ2 paying Pj,τ2 ´ cB. Until

the first buyback time τ2, he receives nothing. This continues infinitely. We

denote by tτi,nu :“ tτi,nun a strategy of Investor i.

In the sequel, we will investigate the following equilibria:

Definition 3.3 (Equilibrium). We call a tuple ptPtu, ptτ1,nu, tτ2,nuqq of a

price process tPtu and a pair of strategies tτ1,nu and tτ2,nu an equilibrium if

the following conditions are satisfied:

1. (individual optimization) For the initial owner o P t1, 2u of the risky
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Figure 3.2: A description of a trading strategy.

asset, the strategy tτo,nu is optimal:

Voptτo,nuq “ supVoptτnuq,

and for Investor po ‰ o, the strategy tτpo,nu is optimal:

Rpoptτpo,nuq “ supRpoptτnuq,

where supremum is taken over strategies.

2. (market clearing condition) The buying/selling times coincide:

τ1,n “ τ2,n, for all n “ 1, 2, . . . , a.s.
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3.2.3 Restriction on the price processes

For each price process P , let us denote by Vi,t the (optimized) performance

for Investor i when i has the asset at t:

Vi,t “ supEi

»

—————————–

ż 8

t

e´rps´tq
8ÿ

k“0

1rτ2k,τ2k`1qdDs

`
8ÿ

k“0

e´rpτ2k`1´tqpPi,τ2k`1
´ cSq

´
8ÿ

k“1

e´rpτ2k´tqpPj,τ2k ` cBq

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

Ft

fi

ffiffiffiffiffiffiffiffiffifl

and let us denote by Ri,t the (optimized) performance for Investor i when i

does not have the asset at t:

Ri,t “ supEi

»

—————————–

ż 8

t

e´rps´tq
8ÿ

k“1

1rτ2k´1,τ2kqdDs

´
8ÿ

k“1

e´rpτ2k´1´tqpPj,τ2k´1
` cBq

`
8ÿ

k“1

e´rpτ2k´tqpPi,τ2k ´ cSq

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

Ft

fi

ffiffiffiffiffiffiffiffiffifl

where supremum is taken over over all sequences of finite stopping times tτnu

such that t “ τ0 ď τ1 ă τ2 ă ¨ ¨ ¨ Ñ 8.

As it will be shown in the sequel, the equilibria of this model are not
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unique. For example,

P S
t “

¨

˚̋P S
1,t

P S
2,t

˛

‹‚“

¨

˚̋V2,t ´ cB

V1,t ´ cB

˛

‹‚

and

PB
t “

¨

˚̋PB
1,t

PB
2,t

˛

‹‚“

¨

˚̋E1r
ş8
t e´rsdDs | Fts ´R1,t ` cS

E2r
ş8
t e´rsdDs | Fts ´R2,t ` cS

˛

‹‚

are two different equilibria price processes. For the price process P S
t , we have

Ri,t “ RS
i,t ” 0, i “ 1, 2,

which agrees with the outside option of the buyer (i.e. no trade). In this case,

the optimization problem can be reduced to the problem of V . One natural

interpretation is that sellers always have the bargaining power in such an

equilibrium. Similarly, for the price process PB
t , we have

Vi,t “ V B
i,t ” Ei

” ż 8

t

e´rps´tqdDs

ˇ̌
ˇFt

ı
, i “ 1, 2,

which coincide with the outside option of the seller (i.e. no trade) and one

interpretation is that buyers always have the bargaining power in such an

equilibrium.

In these cases, the initial seller or buyer alone can actually make profit.

We will investigate non-extreme cases.
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Assumption 3.4. We restrict the price process to the form

Pt “

¨

˚̋p1
`
V2,t ´ cB

˘
` p1´ p1q

`
E1r

ş8
t e´rsdDs | Fts ´R1,t ` cS

˘

p2
`
V1,t ´ cB

˘
` p1´ p2q

`
E2r

ş8
t e´rsdDs | Fts ´R2,t ` cS

˘

˛

‹‚

for some constants 0 ď p1, p2 ď 1.

If p1 “ p2 “ 1 the price process agrees with P S
t and if p1 “ p2 “ 0 the

price process agrees with PB
t . Therefore we interpret pi as the degree of

bargaining power of Investor i as a seller.

Remark 3.1. When p1 “ p2 “ 1, the model coincide with the original model

of Scheinkman and Xiong (2003).

3.3 Resale and Buyback Options

Recall that the dividend process tDtu solves the stochastic differential equa-

tion dDt “ Θtdt`σDdBD,t, in which the state variable Θt cannot be observed

directly. In order to evaluate the dividend stream, the investors have to es-

timate Θt using the information Ft “ σpDs, S1,s, S2,s; 0 ď s ď tq.

Because each investor believes that one signal is more informative than

the other, the investors estimate the state variable Θ at different values. Let

pΘi,t be the conditional expectation of Θt given Ft under Pi, that is EirΘt | Fts.

Applying the Kalman-Bucy filtering (more precisely the theorem of Fujisaki,
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Kallianpur, and Kunita (1972), cf. Rogers and Williams (2000, p. 325)), we

find that tpΘi,tu is again an Ornstein-Uhlenbeck process.

Lemma 3.1. The process tpΘi,tu is an Ornstein-Uhlenbeck process under Pi

and it satisfies the SDE

pΘi,t “ pΘi,0 ` λ

ż t

0

`
µ´ pΘi,t

˘
dt` pσΘN

i
Θ,t,

where pσΘ ą 0 is a constant given by

pσΘ “
d

γ2

σ2
D

`
´ γ

σS
` σΘφ

¯2

` γ2

σ2
S

.

Here γ is the unique positive solution of the quadratic equation

p1´ φ2qσ2
Θ ´ 2

´
λ` σΘφ

σS

¯
γ ´

´ 1

σ2
D

` 2

σ2
S

¯
γ2 “ 0,

and N i
Θ,t is a pPi, tFtuq-Brownian motion given by

dN i
Θ,t “

1

pσΘ

γ

σD
dN i

D,t `
1

pσΘ

´ γ

σS
` σΘφ

¯
dN i

i,t `
1

pσΘ

γ

σS
dN i

j,t

with three orthogonal pPi, tFtuq-Brownian motions

dN i
D,t “

1

σD

`
dDt ´ pΘi,tdt

˘
,

dN i
i,t “

1

σS

`
dSi,t ´ pΘi,tdt

˘
,
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dN i
j,t “

1

σS

`
dSj,t ´ pΘi,tdt

˘
.

Proof. See Appendix.

Now let us denote by Fi,t the valuation of the dividend for i, that is

Fi,t :“ Ei

” ż 8

t

e´rps´tqdDs | Ft

ı
“

pΘi,t

λ` r
`
´1
r
´ 1

λ` r

¯
µ.

Then the value function Vi,t is rewritten as

Vi,t “ supEi

»

—————————–

8ÿ

k“0

p´1qne´rpτn´tqFi,τn

`
8ÿ

k“0

e´rpτ2k`1´tqpPi,τ2k`1
´ cSq

´
8ÿ

k“1

e´rpτ2k´tqpPj,τ2k ` cBq

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

Ft

fi

ffiffiffiffiffiffiffiffiffifl

“: Fi,t `Qi,t,

where Qi,t is

Qi,t “ supEi

»

————–

8ÿ

k“0

e´rpτ2k`1´tqpPi,τ2k`1
´ Fi,τn ´ cSq

´
8ÿ

k“1

e´rpτ2k´tqpPj,τ2k ´ Fi,τn ` cBq

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
Ft

fi

ffiffiffiffifl
.

Therefore, the price process can be decomposed into

Pi,t “ pi
`
Fj,t ´ cB

˘
` p1´ piq

`
Fi,t ` cS

˘
looooooooooooooooooooomooooooooooooooooooooon

Dividend Value

` piQj,t ´ p1´ piqRi,t.looooooooooomooooooooooon
Resale and Buyback Options Value

(3.1)
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The first term represents the effect of the buyer’s valuation of the future

dividends on the price. The second term, similarly, represents the effect

of the seller’s valuation on the price. The first and second terms represent

the effect of the buyer’s valuation and the seller’s valuation of the dividend

itself on the price. If the price purely reflects the investors’ valuation of

the dividend process (without speculation), the price should equal to sum

of them. Therefore we call these two terms the dividend value part of the

price. The third term represents the additional expected payoff for the buyer

which arises because the buyer anticipates profit from selling it in the future.

We call this term the resale option value part of the price. Similarly, the

last term is the additional expected payoff for the seller and we call it the

buyback option value part.

3.4 Reduced Form Formulation

In order to solve the problem, we transform the optimal multiple stopping

problem Qi,t and Ri,t into reduced forms.

Let us assume that the initial owner o of the risky asset has determined

τo,1—the time to sell it to the other investor—, then o’s next problem is to

find the sequence of finite stopping times τo,2 ă τo,3 ă ¨ ¨ ¨ which maximizes

his expected payoff starting without the risky asset. It means that the opti-

mal multiple stopping problem Qi,t can be reduced to the ordinary optimal
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stopping problem

Qi,t “ sup
τ1

Ei

“
e´rpτ1´tq`Pi,τ1 ´ Fi,τ1 ´ cS `Ri,τ1

˘‰
.

Furthermore, substituting Pi,t into the equation, we obtain

Qi,t “ sup
τět

Ei

„
e´rpτ´tq

„
pi
´ Xi,τ

λ` r
`Ri,τ `Qj,τ ´ c

¯ȷ ˇ̌
ˇ̌ Ft

ȷ
,

where Xi,t “ pΘj,t ´ pΘi,t and c “ cB ` cS. Applying a similar argument for

the initial non-holder, we obtain

Ri,t “ sup
τět

Ei

„
e´rpτ´tq

„
p1´ pjq

´
´ Xi,τ

λ` r
`Qi,τ `Rj,τ ´ c

¯ȷ ˇ̌
ˇ̌ Ft

ȷ
.

We call these expressions for Qi,t and Ri,t reduced forms.

Note that Xj,t “ ´Xi,t, and Qi,t and Ri,t depend only on Xi,t. This

leads us to expect that there exist deterministic functions Qi : R Ñ R and

Ri : R Ñ R such that Qi,t “ QipXi,tq and Ri,t “ RipXi,tq, by the usual

argument for optimal stopping problems.

When Investor j places higher value on the risky asset than i does—that

is higher Xi—, Investor i would expect higher profit from speculative trades.

Conversely, when Xi is very low, Investor i would not sell the asset soon, and

QipXiq gets closer to 0. Thus the conditions for the function Qi should be

Qi : R Ñ R is increasing and Qip´8q “ 0.
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Similarly appropriate Ri should satisfy

Ri : R Ñ R is decreasing and Rip8q “ 0.

Lemma 3.2. The difference of beliefs Xi,t “ pΘj,t ´ pΘi,t is the solution of the

SDE

dXi,t “ ´ρXi,tdt` σXdN
i
X,t

with Xi,0 “ pΘj,0 ´ pΘi,0, where

ρ :“ λ` γ

σ2
D

` 2γ ` σSσΘφ

σ2
S

and σX “
?
2σΘφ

are positive constants and N i
X,t “ pN i

j,t ´ N i
i,tq{

?
2 is a pPi,Ftq-Brownian

motion. Furthermore, the generator of X1 and X2 are identical and is given

by

L :“ ´ρx
d

dx
` 1

2
σ2
X

d2

dx2
.

This leads us to consider the free-boundary problem for Qi and Ri:

pL´ rqQipxq “ 0, for x ă xi, (3.2)

pL´ rqRipxq “ 0, for xi ă x, (3.3)

Qipxq “ pi
´ x

λ` r
`Qjp´xq `Ripxq ´ c

¯
, for xi ď x, (3.4)

Ripxq “ p1´ pjq
´
´ x

λ` r
`Qipxq `Rjp´xq ´ c

¯
, for x ď xi, (3.5)
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for some constants xi and xi, j ‰ i “ 1, 2. The optimal strategy for i is given

by τ0 ” 0, τ2k`1 “ inftt ą τ2k : Xi,t ą xiu and τ2k “ inftt ą τ2k´1 : Xi,t ă xiu

if i initially holds the asset, and otherwise the optimal strategy is τ0 ” 0,

τ2k`1 “ inftt ą τ2k : Xi,t ă xiu and τ2k “ inftt ą τ2k´1 : Xi,t ą xiu.

Therefore in order the market to clear, we must have

x1 “ ´x2 and x2 “ ´x1.

Furthermore, our solution Qi must be monotonically increasing and sat-

isfy the boundary condition Qipxq Ó 0 as x Ó ´8, and Ri must be monoton-

ically decreasing and Ripxq Ó 0 as x Ò 8. Fortunately, two symmetric C8

general solutions for the ODEs satisfy such conditions. Let us denote them

by f and g:

fpxq“

$
’’’&

’’’%

U
´ r

2ρ
;
1

2
;
ρ

σ2
X

x2
¯
, for x ď 0,

2π

Γ
`
1
2 ` r

2ρ

˘
Γ
`
1
2

˘1F1

´ r

2ρ
;
1

2
;
ρ

σ2
X

x2
¯
´ U

´ r

2ρ
;
1

2
;
ρ

σ2
X

x2
¯
, for x ą 0,

and gpxq “ fp´xq such that

Qipxq “ κQ
i fpxq for x ă xi, i “ 1, 2,

and

Ripxq “ κR
i gpxq for xi ă x, i “ 1, 2,
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for some κQ
i ,κ

R
i ě 0. Here Γ is the gamma function, 1F1 is the Kummer

confluent hypergeometric function (of the first kind), and U is the confluent

hypergeometric function of the second kind, which are explained in Appendix.

3.5 Main Results

3.5.1 Equilibrium price process

Recall the price process Pi,t is decomposed into dividend value part and

resale/buyback option value part. The option values are the solution of the

optimization problem of X which is the difference of the estimations of the

fundamental part of the dividend process between investors.

Theorem 3.1. The equilibrium price process Pi,t is given by

Pi,t “ pipFj,t ´ cBq ` p1´ piqpFi,t ` cSq ` piQjp´Xi,tq ´ p1´ piqRipXi,tq,

where functions Qi and Ri are given by

Qipxq “

$
’&

’%

piκ
˚fpxq, for x ă x˚,

pi
´ x

λ` r
` κ˚fp´xq ´ c

¯
, for x˚ ď x,

(3.6)
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and

Ripxq “

$
’&

’%

p1´ pjq
´
´ x

λ` r
` κ˚fpxq ´ c

¯
, for x ď ´x˚,

p1´ pjqκ˚fp´xq, for ´ x˚ ă x,

(3.7)

for j ‰ i “ 1, 2. Two positive constants x˚ and κ˚ are unique solutions for

$
’’&

’’%

κfpxq “
´ x

λ` r
` κfp´xq ´ c

¯
,

κf 1pxq “
´ 1

λ` r
´ κf 1p´xq

¯
.

Furthermore, the optimal strategy for the initial owner o and Investor po ‰ o

are given by

τo,2k`1 “ inftt ą τ2k : Xo,t ą x˚u “ τpo,2k`1

τo,2k “ inftt ą τ2k´1 : Xo,t ă ´x˚u “ τpo,2k

(3.8)

with τo,0 “ τpo,0 ” 0.

Proof. See Appendix.

Corollary 3.1. When Investor i has the asset at t, the price is distorted by

pppi ` pjq ´ 1qκ˚fp´Xi,tq due to the speculation.

Proof. See Appendix.

Here note that the investors’ performances (expected payoffs) are deter-

84



mined by the bargaining power as seller po of initial holder alone:

Voptτ˚o,nuq “ Fo,0 `QopXo,0q and Rpoptτpo,nuq “ RpopXpo,0q,

for initial holder o and initial non-holder po respectively. The option value

part of price process, on the other hand, depends on both po and ppo because

the resale and buyback options involve the bargaining power in the future.

Thus speculation on future trades can distort the price without affecting the

expected payoffs (and trading timings). This feature of speculative trades

cannot be observed unless one assumes the positive expected payoff for buy-

ers.

Note also that the speculation value can appear both positively and neg-

atively according to the sign of ppi`pj´1q. If both investors have bargaining

power as sellers, that is the case pi “ pj “ 1, as studied in Scheinkman and

Xiong, the price will always go up due to speculation.

It may seem counterintuitive that the speculation value in the price van-

ishes if one investor has bargaining power as both a seller and a buyer. It

can be explained as follows: If the current holder has complete bargaining

power as both seller and buyer, the price will be equal to the non-holder’s

reservation price. However, it equals to the dividend valuation by the non-

holder because he has no bargaining power as seller. Thus the price equals to

the buyer’s valuation of the dividend and there is no distortion in price due

to speculation. It suggests that the distortion in the price is formed by the
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speculation on the other investor’s speculation, not his valuation of dividend.

3.5.2 Additional volatility in the price process

Because we have the explicit form of the price process, we can analyze the

effect of the speculation on its quadratic variation (volatility). Recall that

we decomposed price process into dividend value and resale/buyback option

value as in eq. (3.1). We define the quadratic variation with no speculation

as the quadratic variation of the dividend value and the additional quadratic

variation as

drP, P st ´ drpipFj ´ cBq ` p1´ piqpFi ` cSq, pipFj ´ cBq ` p1´ piqpFi ` cSqst,

where rX, Y s¨ denotes the quadratic covariation of two stochastic processesX

and Y . Because the resale option and buyback option are the parts of solution

of the free-boundary problem, they follow different functions according to

the value of Xi: Xi ď ´x˚ or ´x˚ ă Xi. Although the function differs,

the smooth fit condition assures that the additional quadratic variation is

continuous as a function of Xi, unless the stock holder changes.

Proposition 3.1. The derivative drPi, Pist{dt of quadratic variation process

of the price process increases by

2φ2σ2
Θ

´`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

¯´1´ 2pi
λ` r

`
`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

¯
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when Xi,t ą ´x˚ and

2φ2σ2
Θppi ` pj ´ 1q

ˆ
´ 1

λ` r
´ κ˚f 1pXi,tq

¯´pj ´ pi
λ` r

´ ppi ` pj ´ 1qκ˚f 1pXi,tq
¯
,

when Xi,t ď ´x˚, due to the speculative trades.

Proof. See Appendix.

The quadratic variation may both increase and decrease due to specula-

tion. If the sellers have bargaining power (that is the case of po “ ppo “ 0.9

in Fig. 3.3), the price is close to pFpo ´ cBq ` QpopXpoq where o and po denote

the holder and the non-holder respectively. Because Xpo “ pFo ´ Fpoq{pλ` rq

and x ÞÑ Qpopxq is increasing, Fpo (the dividend value for the non-holder) and

QpopXpoq (the resale option value for him) are negatively correlated. This de-

creases the quadratic variation in total. For the similar reason, if the buyers

have bargaining power, speculative trades will decrease the quadratic varia-

tion.

If the sellers are gaining bargaining power (that is the case of po “ 0.6

and ppo “ 0.9 in Fig. 3.3), poQpopXpoq (the buyer’s buyback option) dominates

the resale/buyback option value in the price. The dividend value part, on

the other hand, has two non-negligible components poFpo and p1´ poqFo (the

dividend value for non-holder and for holder respectively). Therefore the
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−0.4 −0.3 −0.2 −0.1 0.0 0.1 0.2 0.3 0.4
Xo,t

−0.10

−0.05

0.00

0.05

0.10

po = 0.1, pô = 0.1
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Figure 3.3: Additional quadratic variations QV pXo,tq.
r “ 0.01, λ “ 0.4, µ “ 1.0, σΘ “ 0.3, σS “ 0.3, σD “ 0.3 φ “ 0.6, cB “ cS “ 0.1

speculative trades can increase the quadratic variation in total because of

the positive correlation between poQpopXpoq and p1 ´ poqFo. Similarly, the
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quadratic variation decreases if the buyers are gaining bargaining power.

3.6 Discussion

Bargaining power

Unfortunately, our model seems to bring little progress on the results of

Scheinkman and Xiong (2003), mathematically. Major reason seems to be

due to the definition of bargaining powers, which are exogenously given con-

stants. A development could be made by improving it applying arguments of,

for example, search theory. Lester, Shourideh, Venkateswaran, and Zetlin-

Jones (2019) focus on how many buyers an seller is offered by, from perspec-

tive of search theory, because it determines the outside option of the seller.

One might interpret it as a degree of bargaining power of sellers.

Heterogeneous belief

In this chapter, we have assumed that the investors have different beliefs

without explanation for the reason. Brunnermeier and Parker (2005) could

provide us a possible explanation on it. They show that the investors can

have heterogeneous beliefs endogenously, assuming that investors maximize

expected time-averaged indirect utility (, which reminds the author so called

Pascal’s Wager). Cursed (expectations) equilibrium of Eyster and Rabin

(2005) and Eyster et al. (2018) (together with Brunnermeier and Parker
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(2005)) also could provide some insights.

3.7 Conclusion

This chapter explores the effects of the bargaining power on the specula-

tive trades. If buyers also have bargaining power, the stock price consists

of the dividend valuation, resale option, and buyback option. The correla-

tion between dividend valuation and option values determines the additional

volatility of the price process.

3.A Appendix

3.A.1 Proof of Lemma 3.1

Proof of Lemma3.1. For notational convenience, let us denote

pΘi,t “ ErΘt | Fts, yΘn
i,t “ ErΘn

t | Fts and vi,t “ VaripΘt | Ftq.

Because pΘt, Dt{σD, Si,t{σS, Sj,t{σSq is a Gaussian, the conditional expecta-

tion pΘi,t “ EirΘt | Fts has normal distribution and thus yΘ3
i,t “ pΘi,tpppΘi,tq2 `
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3vi,tq. By Fujisaki, Kallianpur and Kunita’s theorem, we obtain

pΘi,t “ Θ0 `
ż t

0

λ
`
µ´ pΘi,t

˘
dt`

ż t

0

¨

˚̊
˚̊
˝

vi,t{σD

vi,t{σS ` σΘφ

vi,t{σS

˛

‹‹‹‹‚
¨

¨

˚̊
˚̊
˝

dN i
D,t

dN i
i,t

dN i
j,t

˛

‹‹‹‹‚
,

and

yΘ2
i,t “ Θ2

0`
ż t

0

´
σ2
Θ`2λ

`
µpΘi,t´yΘ2

i,t

˘¯
dt`

ż t

0

¨

˚̊
˚̊
˝

2vi,tpΘi,t{σD
2vi,tpΘi,t{σS ` 2pΘi,tσΘφ

2vi,tpΘi,t{σS

˛

‹‹‹‹‚
¨

¨

˚̊
˚̊
˝

dN i
D,t

dN i
i,t

dN i
j,t

˛

‹‹‹‹‚
,

where each tN i
¨,tu is the innovation process defined in the statement of the

lemma. Now we calculate vi,t,

dvi,t “ dpyΘ2
i,t ´ ppΘi,tq2q “ dyΘ2

i,t ´ 2pΘi,tdpΘi,t ´ drpΘi, pΘist

“
„
p1´ φ2qσ2

Θ ´ 2
´
λ` σΘφ

σS

¯
vi,t ´

´ 1

σ2
D

` 2

σ2
S

¯
v2i,t

ȷ
dt

By the assumption of variance of Θ0, we conclude vi,t ” γ and the result

follows.
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3.A.2 Proof of Theorem 3.1

Recall that the solutions of the ordinary differential equations (3.2) and (3.3)

are Qipxq “ κQ
i fpxq and Ripxq “ κR

i gpxq, where

fpxq “

$
’’’&

’’’%

U
´ r

2ρ
;
1

2
;
ρ

σ2
X

x2
¯
, for x ď 0,

2π

Γ
`
1
2 ` r

2ρ

˘
Γ
`
1
2

˘1F1

´ r

2ρ
;
1

2
;
ρ

σ2
X

x2
¯
´ U

´ r

2ρ
;
1

2
;
ρ

σ2
X

x2
¯
, for x ą 0,

and gpxq “ fp´xq. Here, 1F1 is the Kummer confluent hypergeometric

function (of the first kind)

1F1pa; b; zq “ 1` a

b
z ` apa` 1q

bpb` 1q
z2

2!
` ¨ ¨ ¨ “

8ÿ

n“0

paqn
pbqn

xn

n!

and U is the confluent hypergeometric function of the second kind

Upa; b; zq “ π

sin πb

”
1F1pa; b; zq

Γp1` a´ bqΓpbq ´ z1´b 1F1p1` a´ b; 2´ b; zq
ΓpaqΓp2´ bq

ı
.

In the equations above, Γ is the gamma function and for nonnegative integer

n, paqn is

paqn :“

$
’&

’%

apa` 1q ¨ ¨ ¨ pa` n´ 1q, for n “ 1, 2, . . . ,

1, for n “ 0.

Our first problem is to find pκQ
1 ,κ

Q
2 ,κ

R
1 ,κ

R
2 , x1, x2, p1, p2q which satisfies
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continuous fit condition

κQ
1 fpx1q “ p1

´ x1

λ` r
` κQ

2 fp´x1q ` κR
1 gpx1q ´ c

¯
, (3.9)

κQ
2 fpx2q “ p2

´ x2

λ` r
` κQ

1 fp´x2q ` κR
2 gpx2q ´ c

¯
, (3.10)

κR
1 gpx1q “ p1´ p2q

´
´ x1

λ` r
` κQ

1 fpx1q ` κR
2 gp´x1q ´ c

¯
, (3.11)

κR
2 gpx2q “ p1´ p1q

´
´ x2

λ` r
` κQ

2 fpx2q ` κR
1 gp´x2q ´ c

¯
(3.12)

and smooth fit condition

κQ
1 f

1px1q “ p1
´ 1

λ` r
´ κQ

2 f
1p´x1q ` κR

1 g
1px1q

¯
, (3.13)

κQ
2 f

1px2q “ p2
´ 1

λ` r
´ κQ

1 f
1p´x2q ` κR

2 g
1px2q

¯
, (3.14)

κR
1 g

1px1q “ p1´ p2q
´
´ 1

λ` r
` κQ

1 f
1px1q ´ κR

2 g
1p´x1q

¯
, (3.15)

κR
2 g

1px2q “ p1´ p1q
´
´ 1

λ` r
` κQ

2 f
1px2q ´ κR

1 g
1p´x2q

¯
, (3.16)

where x2 “ ´x1 and x1 “ ´x2 (the market clearing condition).

If pi “ 1, we must have κR
j “ 0; and if pi “ 0, we must have κQ

i “ 0. In

these cases, the problem can be solved as in Scheinkman and Xiong (2003).

Let us assume 0 ă p1, p2 ă 1. The market clearing condition x1 “ ´x2

implies

´ x2

λ` r
` κQ

2 fpx2q ` κR
1 gp´x2q ´ c “ x1

λ` r
` κQ

2 fp´x1q ` κR
1 gpx1q ´ c,
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and thus we obtain

κQ
1

p1
fpx1q “

κR
2

1´ p1
gpx2q “

κR
2

1´ p1
gp´x1q,

by (3.9) and (3.12). Because fpxq “ gp´xq, we must have

p1´ p1qκQ
1 “ p1κ

R
2 .

This implies (3.13) and (3.16) are equivalent. In fact, the left-hand-side

of (3.16) is

κR
2 g

1px2q “
1´ p1
p1

κQ
1 g

1p´x1q “ ´1´ p1
p1

κQ
1 fpx1q,

and the right-hand-side is

p1´p1q
´
´ 1

λ` r
`κQ2 f

1px2q´κR1 g
1p´x2q

¯
“ ´p1´p1q

´ 1

λ` r
´κQ2 f

1p´x1q`κR1 g
1px1q

¯
.

Similarly, we obtain p1´ p2qκQ
2 “ p2κR

1 and the equivalence of (3.14) and

(3.15). Therefore, the simultaneous equation (3.9)–(3.16) in pκQ
1 , κ

Q
2 , κ

R
1 , κ

R
2 ,

x1, x2, p1, p2q is reduced to the system

κQ
1 fpx1q “ p1

´ x1

λ` r
` κQ

2

p2
fp´x1q ´ c

¯
, (3.17)

κQ
2 fpx2q “ p2

´ x2

λ` r
` κQ

1

p1
fp´x2q ´ c

¯
, (3.18)
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κQ
1 f

1px1q “ p1
´ 1

λ` r
´ κQ

2

p2
f 1p´x1q

¯
, (3.19)

κQ
2 f

1px2q “ p2
´ 1

λ` r
´ κQ

1

p1
f 1p´x2q

¯
(3.20)

in pκQ
1 ,κ

Q
2 , x1, x2q for each given pair 0 ă p1, p2 ă 1. The other parameters

can be calculated by

xi “ ´xj and κR
i “ κQ

j

1´ pj
pj

.

In order to verify it, we need the following lemmas.

Lemma 3.3.

fpxq ą 0, f 1pxq ą 0, f 2pxq ą 0, f3pxq ą 0.

Proof. See Scheinkman and Xiong (2003).

Lemma 3.4.

Qipxq ą pi
´ x

λ` r
`Qjp´xq `Ripxq ´ c

¯
, for x ă x˚,

Ripxq ą p1´ pjq
´
´ x

λ` r
`Qipxq `Rjp´xq ´ c

¯
, for ´ x˚ ă x.

Proof. We show the inequality for Qi. Let us define a function Ui by

Uipxq :“ Qipxq ´ pi
´ x

λ` r
`Qjp´xq `Ripxq ´ c

¯
.
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Because Qi and Ri are given by (3.6) and (3.7) respectively, Ui satisfies

Uipxq “

$
’’’’’&

’’’’’%

2pic, if x ď ´x˚,

piκ
˚`fpxq ´ fp´xq

˘
´ pi

x

λ` r
` pic, if ´ x˚ ă x ă x˚,

0, if x˚ ď x.

Note that Ui is continuous on R, by the continuous fit condition for Qi and

Ri. It suffices to show that U 1
ipxq ă 0 on p´x˚, x˚q. Lemma3.3 implies

f 2pxq ´ f 2p´xq ă 0, for x ă 0,

and

f2pxq ´ f 2p´xq ą 0, for x ą 0.

By the smooth fit condition together with equations above, we obtain

U 1
ipxq ă 0, for ´ x˚ ă x ă x˚.

The other inequality can be proved by a similar argument.

Lemma 3.5.

`
L´ r

˘
Qipxq ă 0, for x ą x˚,

`
L´ r

˘
Ripxq ă 0, for x ă ´x˚.

Proof. We show the inequality for Qi. First, by the (first order) smooth fit
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condition and continuous fit condition at x˚,

`
L´r

˘
Qipx˚`q

“
´
´ ρx

d

dx
` 1

2
σ2
X

d2

dx2
´ r

¯
Qipx˚`q

“ 1

2
σ2
Xpi

d2

dx2

´ x

λ` r
` κ˚fp´xq ´ c

¯ˇ̌
ˇ̌
x“x˚`

´ 1

2
σ2
XQ

2
i px˚´q

“ 1

2
σ2
Xpiκ

˚f 2p´x˚q ´ 1

2
σ2
Xpiκ

˚f 2px˚q

“ 1

2
σ2
Xpiκ

˚`f 2p´x˚q ´ f2px˚q
˘

ă 0,

because x˚ ą 0. Now, we prove the claim. For all x ą x˚,

`
L´r

˘
Qipxq

“
`
L´ r

˘”
pi
´ x

λ` r
` κ˚fp´xq ´ c

¯ı

“ ´ρ` r

λ` r
x`

`
L´ r

˘
fp´xq ` cr

“ ´ρ` r

λ` r
px´ x˚q ´ ρ` r

λ` r
x˚ ` cr

“ ´ρ` r

λ` r
px´ x˚q `

`
L´ r

˘
Qipx˚`q ă 0,

because x ą x˚. The other inequality can be proved by a similar argument.

Proof of Theorem3.1. For N “ 1, 2, . . . , let us define QpNq
i pxq and RpNq

i pxq
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by

QpNq
i pxq “ supEi

»

——————————————–

ÿ

k;2k`1ďN

e´rτ2k`1

»

——–
pi
´Xi,τ2k`1

λ` r
`Qjp´Xi,τ2k`1 q ´ c

¯

´ p1´ piqRipXi,τ2k`1 q

fi

ffiffifl

´
ÿ

k;2kďN

e´rτ2k

»

——–
p1´ pjq

´Xi,τ2k

λ` r
´Rjp´Xi,τ2k q ` c

¯

` pjQipXi,τ2k q

fi

ffiffifl

` e´rτN
`
1N is oddRipXi,τN q ` 1N is evenQipXi,τN q˘

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

Xi,0 “ x

fi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffifl

.

and

RpNq
i pxq “ supEi

»

——————————————–

´
ÿ

k;2k`1ďN

e´rτ2k`1

»

——–
p1´ pjq

´Xi,τ2k`1

λ` r
´Rjp´Xi,τ2k`1 q ` c

¯

` pjQipXi,τ2k`1 q

fi

ffiffifl

`
ÿ

k;2kďN

e´rτ2k

»

——–
pi
´Xi,τ2k

λ` r
`Qjp´Xi,τ2k ´ c

¯

´ p1´ piqRipXi,τ2k q

fi

ffiffifl

` e´rτN
`
1N is oddQipXi,τN q ` 1N is evenRipXi,τN q˘

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌

Xi,0 “ x

fi

ffiffiffiffiffiffiffiffiffiffiffiffiffiffifl

,

where supremum is taken over all finite increasing stopping times 0 ď τ1 ă

τ2 ă ¨ ¨ ¨ ă τNpă τN`1 ă ¨ ¨ ¨ q. Here QpNq
i (resp.RpNq

i ) is the value function of

the stopping problem in which initial owner (resp. non-owner) i can choose

only N stopping times with additional terminal boundary condition Qi or

Ri.

Step 1. We first show Qp1q
i ” Qi and Rp1q

i ” Ri. For N “ 1, QpNq
i is

reduced to

Qp1q
i pxq “ sup

τ1

Ei

„
e´rτ1

„
pi
´ Xi,τ1

λ` r
`RipXi,τ1q `Qjp´Xi,τ1q ´ c

¯ȷ ˇ̌
ˇ̌ Xi,0 “ x

ȷ
.
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We first show Qp1q
i ď Qi. By the Itô formula,

e´rtQipXiq “ Qipxq `
ż t

0

e´rs
`
L´ r

˘
QipXi,sq1Xi,s‰x˚ds

`
ż t

0

e´rsσXQ
1
ipXi,sq1Xi,s‰x˚dN i

X,s

` 1

2

ż t

0

´
Q1

ipXi,s`q ´Q1
ipXi,s´q

¯
1Xs“x˚ℓx˚s pXiq,

where ℓaspXiq is the local time of Xi at a P R that is given by

ℓaspXiq “ P- lim
εÓ0

1

2ε

ż ε

0

1a´εăXi,s1ăa`εdrXi, Xiss1 .

However, the integration with respect to ℓx˚s pXq vanishes by the smoothness

of Qi, and thus

e´rtQipXiq “ Qipxq `
ż t

0

e´rs
`
L´ r

˘
QipXi,sq1Xi,s‰x˚ds

`
ż t

0

e´rsσXQ
1
ipXi,sq1Xi,s‰x˚dN i

X,s.

Lemma3.4, and Lemma 3.5 together with the defn of Qi implies

e´rtpi
´ Xi,t

λ` r
`RipXi,tq `Qjp´Xi,tq ´ c

¯
ď e´rtQipXi,tq ď Qipxq `Mi,t

where Mi “ tMi,tu is a continuous Pi-local martingale given by

Mi,t “
ż t

0

e´rsσXQ
1
ipXi,sq1Xi,s‰x˚dN

i
X,s.
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Let tτni un“1,2,... be a localization sequence of stopping times for Xi. Then we

have

e´rτ^τni pi
´Xi,τ^τni

λ` r
`RipXi,τ^τni

q`Qjp´Xi,τ^τni
q´ c

¯
ď Qipxq`Mi,τ^τni

(3.21)

for each finite tFtu-stopping time τ . Therefore we obtain

E
”
e´rτ^τni pi

´Xi,τ^τni

λ` r
`RipXi,τ^τni

q `Qjp´Xi,τ^τni
q ´ c

¯ı
ď Qipxq

by the optional sampling theorem. Furthermore by Fatou’s lemma,

E
”
e´rτpi

´ Xi,τ

λ` r
`RipXi,τ q `Qjp´Xi,τ q ´ c

¯ı
ď Qipxq.

Because τ is an arbitrary finite stopping time,

sup
τ

E
”
e´rτpi

´ Xi,τ

λ` r
`RipXi,τ q `Qjp´Xi,τ q ´ c

¯ı
ď Qipxq.

Next, we show the equality holds for τ “ τi,1, where

τi,1 “ inf
␣
t ą 0; Xi,t ą x˚(.

Note that

pL´ rqpXi,tq “ 0, for t ă τi
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and

pi
´Xi,τi,1

λ` r
`RipXi,τi,1q `Qjp´Xi,τi,1q ´ c

¯
“ QipXτi,1q

holds by the continuity of Xi and properties of Qi and Ri. Therefore the

inequality (3.21) holds with equality:

e´rτ^τni pi
´Xi,τ^τni

λ` r
`RipXi,τ^τni

q `Qjp´Xi,τ^τni
q ´ c

¯
“ Qipxq `Mi,τ^τni

.

Therefore

Ei

”
e´rτpi

´ Xi,τ

λ` r
`RipXi,τ q `Qjp´Xi,τ q ´ c

¯ı
“ Qipxq.

by the optional sampling theorem and Fatou’s lemma, again. Thus we have

shown Qp1q
i “ Qi. The other equality Rp1q

i “ Ri can be derived similarly.

Step 2. We will show that the strategy tτi,nun“1,...N in the theorem attains

QpNq
i (or RpNq

i ) and derive QpNq
i ” Qi and RpNq

i ” Ri. For this we use

induction. Let us assume that the claim holds for N “ 1, . . . ,M ´ 1, then

QpMq
i is reduced to

QpMq
i pxq “ sup

τ1

Ei

»

—————–

e´rτ1

»

—–
pi
´ Xi,τ1

λ` r
`Qjp´Xi,τ1q ´ c

¯

`p1´ piqRipXi,τ1q

fi

ffifl

` e´rτ1RpM´1q
i pXi,τ1q

ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ̌
ˇ

Xi,0 “ x

fi

ffiffiffiffiffifl
.

by the strong Markov property of Xi. Because R
pM´1q
i “ Ri, by assumption,
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we obtain

QpMq
i pxq “ sup

τ1
Ei

„
e´rτ1

„
pi
´Xi,τ1

λ` r
`RipXi,τ1q `Qjp´Xi,τ1q ´ c

¯ȷ ˇ̌
ˇ̌ Xi,0 “ x

ȷ
.

By the result of step 1, we conclude QpMq
i “ Qi. Furthermore, the sequence

of optimal stopping times are the first passage time of Xi for x˚ (and ´x˚),

that is tτi,nu. The other equality RpMq
i “ Ri can be proved similarly.

Step 3. Now we prove the claim. Recall the strategy tτi,kuk“0,1,...,N defined
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by (3.8) attains QpNq
i “ Qi. Because Qi and Ri are positive,

Qipxq ´ Ei

”
e´rτi,N

`
1N is oddRipXi,τi,N q ` 1N is evenQipXi,τi,N q

˘ı

“ Ei

»

—————————–

ÿ

k;2k`1ďN

e´rτi,2k`1

»

—–
pi
´Xi,τi,2k`1

λ` r
`Qjp´Xi,τi,2k`1

q ´ c
¯

´ p1´ piqRipXi,τi,2k`1
q

fi

ffifl

´
ÿ

k;2kďN

e´rτi,2k

»

—–
p1´ pjq

´Xi,τi,i,2k

λ` r
´Rjp´Xi,τi,2kq ` c

¯

` pjQipXi,τi,2kq

fi

ffifl

fi

ffiffiffiffiffiffiffiffiffifl

ď supEi

»

—————————–

ÿ

k;2k`1ďN

e´rτ2k`1

»

—–
pi
´Xi,τ2k`1

λ` r
`Qjp´Xi,τ2k`1

q ´ c
¯

´ p1´ piqRipXi,τ2k`1
q

fi

ffifl

´
ÿ

k;2kďN

e´rτ2k

»

—–
p1´ pjq

´Xi,τ2k

λ` r
´Rjp´Xi,τ2kq ` c

¯

` pjQipXi,τ2kq

fi

ffifl

fi

ffiffiffiffiffiffiffiffiffifl

ď Ei

»

—————————————–

ÿ

k;2k`1ďN

e´rτi,2k`1

»

—–
pi
´Xi,τi,2k`1

λ` r
`Qjp´Xi,τi,2k`1

q ´ c
¯

´ p1´ piqRipXi,τi,2k`1
q

fi

ffifl

´
ÿ

k;2kďN

e´rτi,2k

»

—–
p1´ pjq

´Xi,τi,2k

λ` r
´Rjp´Xi,τi,2kq ` c

¯

` pjQipXi,τi,2kq

fi

ffifl

` e´rτi,N
`
1N is oddRipXi,τi,N q ` 1N is evenQipXi,τi,N q

˘

fi

ffiffiffiffiffiffiffiffiffiffiffiffiffifl

“ Qipxq.

Here note that for tτi,nu, QipXi,τi,2k`1
q “ piκ˚fpx˚q and RipXi,τi,2kq “ p1 ´

pjqκ˚fp´x˚q. Because tτi,n`1´ τi,nun“2,3,... is an i.i.d. sequence of interarrival
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times of hitting times for Ornstein-Uhlenbeck process,

Eire´λτN s “ Eire´λtpτN´τN´1q`¨¨¨`pτ3´τ2q`τ2us “ Eire´λpτ3´τ2qsN´2Eire´λτ2s,

and this converges to 0 as N Ñ 8. Therefore

Ei

“
e´rτi,N

`
1N is oddRipXi,τN q ` 1N is evenQipXi,τN q

˘‰

ď Eire´λpτ3´τ2qsN´2Eire´λτ2sκ˚fpx˚qmaxtpi, 1´ pju Ñ 0.

Finally by the squeeze theorem, we obtain

Qipxq “ lim
NÑ8

supEi

»

——————————–

ÿ

k;2k`1ďN

e´rτ2k`1

»

—–
pi
´Xi,τ2k`1

λ` r
`Qjp´Xi,τ2k`1q ´ c

¯

´ p1´ piqRipXi,τ2k`1q

fi

ffifl

´
ÿ

k;2kďN

e´rτ2k

»

—–
p1´ pjq

´Xi,τ2k

λ` r
´Rjp´Xi,τ2kq ` c

¯

` pjQipXi,τ2kq

fi

ffifl

fi

ffiffiffiffiffiffiffiffiffiffifl

.

3.A.3 Proof of Proposition 3.1

Lemma 3.6.

drFi, Fist “
´ 1

λ` r

¯2
„´φσSσΘ ` γ

σS

¯2

`
´ γ

σS

¯2

`
´ γ

σD

¯2
ȷ
dt,

drFi, Xist “ ´ 1

λ` r
φ2σ2

Θdt,

drXi, Xist “ 2φ2σ2
Θdt,
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for j ‰ i “ 1, 2.

Proof. Recall

dFi,t “ ´ λ

λ` r

`pΘi,t´µ
˘
dt` 1

λ` r

´φσSσΘ ` γ

σS
dN i

i,t`
γ

σS
dN i

j,t`
γ

σD
dN i

D,t

¯
,

and

dXi,t “ ´ρXi,tdt` φσΘ

`
dN i

j,t ´ dN i
i,t

˘
.

Proof of Proposition 3.1. Recall that for Xi,t ą ´x˚, the price process Pi,t is

given by

Pi,t “
`
pipFj,t ´ cBq ` p1´ piqpFi,t ` cSq

˘
`
`
pi ` pj ´ 1

˘
κ˚fp´Xi,tq

“
´
Fi,t ` pi

Xi,t

λ` r

¯
`
`
pi ` pj ´ 1

˘
κ˚fp´Xi,tq ` constant.

Therefore the additional quadratic variation in the price process is

1

dt

¨

˚̋2 d
”
Fi ` pi

Xi

λ` r
,
`
ppi ` pjq ´ 1

˘
κ˚fp´Xiq

ı

t

` d
“`
ppi ` pjq ´ 1

˘
κ˚fp´Xiq,

`
ppi ` pjq ´ 1

˘
κ˚fp´Xiq

‰
t

˛

‹‚

“ 2

¨

˚̊
˝

1

λ` r
φ2σ2

Θ

`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

´ 2
1

λ` r
φ2σ2

Θpi
`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

˛

‹‹‚

` 2φ2σ2
Θ

´`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

¯2
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“ 2
1

λ` r

`
1´ 2pi

˘
φ2σ2

Θ

`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

` 2φ2σ2
Θ

´`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

¯2

“ 2φ2σ2
Θ

´`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

¯´1´ 2pi
λ` r

`
`
ppi ` pjq ´ 1

˘
κ˚f 1p´Xi,tq

¯

for Xi,t ą ´x˚. Similarly, for Xi,t ď ´x˚, the price process is

Pi,t “
`
piFj,t ` p1´ piqFi,t

˘
` ppi ` pj ´ 1q

´
´ Xi,t

λ` r
` κ˚fpXi,tq

¯
` constant,

and the additional quadratic variation in the price process is

1

dt

¨

˚̊
˝

2d
”
Fi ` pi

Xi

λ` r
, ppi ` pj ´ 1q

´
´ Xi,t

λ` r
` κ˚fpXi,tq

¯ı

t

` d
”
ppi ` pj ´ 1q

´
´ Xi,t

λ` r
` κ˚fpXi,tq

¯
, ppi ` pj ´ 1q

´
´ Xi,t

λ` r
` κ˚fpXi,tq

¯ı

t

˛

‹‹‚

“ 2φ2σ2
Θppi ` pj´1qp1´ 2piq

1

λ` r

´ 1

λ` r
´ κ˚f 1pXi,tq

¯

` 2φ2σ2
Θppi ` pj ´ 1q2

´ 1

λ` r
´ κ˚f 1pXi,tq

¯2

“ 2φ2σ2
Θppi ` pj ´ 1q

´ 1

λ` r
´ κ˚f 1pXi,tq

¯´pj ´ pi
λ` r

´ ppi ` pj ´ 1qκ˚f 1pXi,tq
¯
.

106



Chapter 4

Determining Insurance

Premium from Accident Rate

and Surplus Level

4.1 Introduction

One of the most typical model in the ruin theory is the Lundberg model. In

the Lundberg model, the solvency of an insurer (called surplus) is modeled

by compound Poisson process, and it is called ruin if the surplus becomes

negative. Typical objects of the model is to calculate the probability of ruin,

and the distribution of the time of ruin. Although the basic model is classical,

the risk theory get attention again due to Gerber and Shiu (1997, 1998), who

0The work of this chapter is supported by Ұൠஂࡒ๏ਓ ؆қอݥՃೖऀڠձ.
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derive the relation between the distributions of default time, surplus before

default, and surplus after default (deficit at ruin). This approach is also

applied to the pricing of perpetual put options (Gerber & Shiu, 1999).

A famous problem in non-life insurance mathematics, related to ruin prob-

lem, is called De Finetti’s problem, in which an insurer maximizes the ex-

pected dividend, paid until its ruin, to the policyholders. In recent years,

this problem is solved in general surplus processes (called spectrally negative

Lévy processes) of insurer (Avram, Palmowski, and Pistorius (2007)). In De

Finetti’s problem, the optimal solution is known to be a barrier strategy,

in which the insurer pays dividends such a way the surplus process not to

exceed some fixed level.

If the insurer follows the barrier strategy, however, the surplus process

becomes bounded above, and thus the insurer defaults with probability one.

After 1990s, De Finetti’s problem has developed into realistic formulations,

in which the surplus process is not bounded and the insurer can survive with

non-zero probability (Asmussen and Taksar (1997) and Jeanblanc-Picqué and

Shiryaev (1995) for Brownian surplus processes; and Gerber and Shiu (2006)

for the Lundberg model). In these studies, the probability of accident (the

Poisson intensity in the Lundberg model) is assumed to be constant and to

be known by the insurer.

In this chapter, we formulate the optimal dividend problem as the optimal

premium rate problem, assuming that the accident probability of the policy-

108



holder is two-valued random variable that is not observable by the insurer.

This assumption on the accident probability means that the policyholder is

of either high risk or low risk, but the insurer does not know the type of

him. The insurer’s objective is to find an optimal experience rate strategy,

observing his surplus level and estimating the accident rate. It must be noted

here that we do not consider the optimization problem of the policyholder in

this chapter, although the assumption on the policyholder is related to the

adverse selection problem of Rothschild and Stiglitz (1976) and Prescott and

Townsend (1984).

To solve the optimization problem, the insurer needs to infer whether the

policyholder is high risk or low risk. In discrete-time settings, such an infer-

ence problem is formulated by Bühlmann (1967). However, this method can-

not be directly applied to the continuous-time models we consider, and it is

not clear that the relation between discrete-time estimation and continuous-

time ruin probability. In this chapter we apply the continuous-time version

of estimation method developed by Peskir and Shiryaev (2000), for this prob-

lem.

This chapter finds a necessary condition for optimal premium rate pol-

icy, by solving the Hamilton–Jacobi–Bellman (HJB) equation numerically.

It finds that the insurer should choose the premium rate for the low-risk

policyholder, if (i) the conditional probability of high risk is below a certain

level, or (ii) the conditional probability exceeds and the surplus level exceeds

conditional probability dependent level; otherwise the insurer should choose
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the premium rate for the high-risk policyholder. We also consider another

performance criterion which attaches grater importance to ruin probability.

4.2 The Model

4.2.1 Studies related to our model

Lundberg Model

Our model is based on the Lundberg model. In the Lundberg model, the pol-

icyholder’s cumulative claim process is defined by a compound Poisson pro-

cess St “
řNt

n“1 Xn, where N “ tNtutě0 is a Poisson process that represents

the cumulative number of claims (claim arrival process); and tXnun“1,2,... is

an i.i.d. sequence of positive random variables such that Xn represents the

outgoing due to n-th claim. We denote by FX their (common) distribution

function. The intensity λ ą 0 of the Poisson process N represents the pol-

icyholder’s degree of risk: high λ implies high-risk policyholder, and vice

versa. Given an initial surplus U0 “ u ě 0, the insurer’s surplus process U is

defined by Ut “ U0` ct´St, where a constant c ą 0 represents the insurance

premium rate. A sample path of the surplus process under the Lundberg

model is illustrated in Figure 4.1.

We call a ruin occurs if the surplus process becomes negative, and denote

by τ the time of ruin: τ :“ inftt ě 0; Ut ă 0u. The event that the insurer
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experiences ruin is thus tτ ă 8u. The ruin probability is defined by Ppτ ă

8q.

The premium rate c is often decomposed into three components c “

λErXnsp1` θq. Here if θ equals to zero, the premium rate c becomes fair. In

such a case, however, the ruin occurs with probability one because the surplus

process U becomes an unbounded martingale. For positive θ, the insurer can

survive with non-zero probability, and the ruin probability becomes lower

when higher θ is set. In this sense, θ is called the safety loading and usually

assumed θ ą 0. For the same reason, the Poisson intensity λ of the claim

arrival process N can be interpreted as the degree of risk of a policyholder.

Default probability

One major problem under the Lundberg model is calculation of the proba-

bility of default. In this chapter, we denote by ψpuq the default probability

of the insurer given initial surplus U0 “ u:

ψpuq “ P
`
τ ă 8 | U0 “ u

˘
. (4.1)

Under the Lundberg model, the default probability is known to satisfy the

following integro-differential equation

´ λψpuq ` cψ1puq ` λ

ż u

0

ψpu´ yqFXpdyq ` λp1´ FXpuqq “ 0. (4.2)
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This equation is roughly derived as follows: By the property of the Poisson

process, no claim occurs with probability 1 ´ λdt ` opdtq, and one claim

occurs with probability λdt` opdtq, in a small time interval t P r0, dts. Since

we have ψpuq “ 1 for u ă 0, we can approximate the variation in the default

probability in t P r0, dts as

ψpuq “ p1´ λ dtqψpu` c dtq
loooooooooooomoooooooooooon

no accident

` λ dt
´ ż u`c dt

0

ψpu` c dt´ yqFXpdyq ` p1´ FXpu` c dtqq
¯

loooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooon
one accident

` opdtq.loomoon
more than two accidents

Rearranging terms and letting dt Ó 0, we obtain (4.2).

In general, explicit solutions for (4.2) is not known. However, if the claim

size X has exponential distribution with mean 1{β, the solution is known as

ψpuq “ 1

1` θ
exp

!
´ θβ

p1` θqu
)
,

which is used in the second specification of our model.

De Finetti’s problem

Another problem under the Lundberg model is determination of premium

rate. One formulation of criterion for optimal premium rate is known as De
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Finetti’s problem1 in which the insurer maximizes the discounted expected

dividend

V puq “ max
ξ

E
” ż τξ

0

e´rt dξt
ı
, (4.3)

where a constant r is the discount rate, a tσpUs; s ď tqut-adapted non-

decreasing process ξ is the cumulative dividend process, and a random vari-

able τ ξ is the default time associated to ξ:

τ ξ :“ inftt ě 0; U ξ
t ă 0u with U ξ

t “ Ut ´
ż t

0

dξs.

According to Avram et al. (2007), there exists a constant a˚ such that the

optimal dividend policy is ξ˚ “ minta˚, U tu´ a˚, where U t “ suptUs; s ď tu

is the supremum process of pre-dividend surplus U . Intuitively, it is optimal

for the insurer to set dividend process such a way the post-dividend surplus

not to exceed a certain level a˚. Such a strategy is called the barrier strategy

or reflection strategy. A sample path of the surplus process under the barrier

strategy is illustrated in Figure 4.2.

For initial surplus U0 ă a˚, the dividend process becomes continuous

piecewise-linear process, because U is an compound Poisson process with

drift and with non-positive jumps. In such cases, we can interpret the choice

of dividend strategy as choice of premium rate strategy.

1According to Albrecher, Bäuerle, and Bladt (2018), Avram et al. (2007), Gerber and
Shiu (2006), Jeanblanc-Picqué and Shiryaev (1995), the problem is named after De Finetti,
B. (1957). Su un’impostazion alternativa dll teoria collecttiva del rischio. In Transactions
of the XVth International Congress of Actuarie (Vol. 2, pp. 433–443).
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The barrier strategy, however, does not matches the actual behavior of

insurers: the insurer always defaults optimally, under this strategy.

Modified De Finetti’s problem

Our model is based on the modified version of De Finetti’s problem. Under

the Lundberg surplus process, Gerber and Shiu (2006) modify De Finetti’s

problem to realistic form, imposing a restriction on the dividend strategy

(the author refers to Asmussen and Taksar (1997), Gerber and Shiu (2004),

Jeanblanc-Picqué and Shiryaev (1995), for Brownian surplus process case).

In their modification, the insurer chooses a dividend strategy ξ, from the

form of

ξt “
ż t

0

as ds, for an r0,αs-valued process a,

to maximize the expected discounted dividend (4.3).

A standard way to solve this kind of problem is to solve the Hamilton–

Jacobi–Bellman equation related to (4.3). For compound Poisson surplus

processes, however, it is difficult to solve it analytically, because it involves

an integro-differential equation. A notable exception is the exponential claim

size case. Assuming that each claim size has exponential distribution with

mean 1{β, Gerber and Shiu (2006) show that

V puq “ ´w

β

α

r

pβ ` ρqeρu ´ pβ ` σqeσu
pρ´ wqeρb˚ ´ pσ ´ wqeσb˚ , for 0 ď u ď b˚, (4.4)
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and

V puq “ ´α

r

`
1´ ewpu´b˚q˘` fpb˚qewpu´b˚q, for b˚ ă u, (4.5)

where w ă 0 is the negative solution for the quadratic equation

pc´ αqζ2 ` pβpc´ αq ´ λ´ rqζ ´ βr “ 0 (4.6)

in ζ, and ρ ą 0 and σ ă 0 are the solutions for the quadratic equation

cζ2 ` pβc´ λ´ rqζ ´ βr “ 0 (4.7)

in ζ. Furthermore the threshold b˚ is

b˚ “ 1

ρ´ σ
log

´σ2 ´ wσ

ρ2 ´ wρ

¯
, (4.8)

and the optimal strategy at is given by

at “

$
’&

’%

0, if Ut ď b˚,

α, if Ut ą b˚.
(4.9)

Such a dividend strategy is called the threshold strategy or refraction strat-

egy. Again in this case, a dividend strategy can be interpreted as a premium

rate strategy because there is no jump in ξ. A sample path for the surplus

process under this strategy is illustrated in Figure 4.3. We use their result

as a boundary condition of our problem. Recently, Albrecher et al. (2018)
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modify these problems further, considering ratcheting effect.

Adverse selection model of Rothschild and Stiglitz (1976)

This topic is related to the discussion on our result, but not related to our

main result directly. Readers can skip this topic.

Rothschild and Stiglitz (1976) construct a simple discrete-time model that

explains how imperfect information distorts insurance contracts. Under their

model, each risk-averse policyholder is endowed with two-valued random cash

flow pW,W ´ dq, where W represents the endowment without accident and

W ´ d represents the endowment with accident. They first show that the

equilibrium insurance contract is full insurance assuming competitive insurers

are risk-neutral (which implies their expected profit π becomes zero), if both

policyholder and insurers know the probability p of accident.

Then they turn to adverse selection model, under which each policyholder

knows his accident probability is either high or low. Insurers know the frac-

tion of policyholders of high/low accident rate, but do not know whether

an policyholder is high type or low type individually. Under this adverse

selection model, they show that there is no pooling equilibria, under which

insurers offer same insurance contract regardless of policyholder’s type. This

is because a low risk policyholder can offer better contracts for both insurers

and him, proving that he is of low risk. They further demonstrate that in

separating equilibria, if exists, high risk policyholders will choose a full insur-
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ance contract with higher premium, while low risk policyholders will choose a

partial insurance contract with lower premium. This menu of contracts pre-

vents high risk policyholders from “free-riding” on inexpensive contract for

low risk policyholders. Surprisingly, there can be no separating equilibrium,

if there are few high-risk policyholders.

Prescott and Townsend (1984) generalize their model to multi-type model

which can also involve moral hazard problem, demonstrating it can be solved

linearly for special cases. Motivated by Prescott and Townsend (1984), Bisin

and Gottardi (2006) further investigate in this problem, from perspective of

equilibrium concepts.

4.2.2 Our model

Our Model

In the Lundberg model, the risk of the policyholder, which is represented by

the Poisson intensity λ, is assumed to be known by the insurer. This assump-

tion allows the insurer to set appropriate insurance premium c according to

the risk of the policyholder. However it misses one of the central problem in

insurance: imperfect information (e.g. Bisin & Gottardi, 2006; Lester et al.,

2019; Prescott & Townsend, 1984; Rothschild & Stiglitz, 1976).

In our model, we consider two types of policyholders, namely, low-risk and

high-risk policyholders, and assume that the insurer do not know whether a

policyholder is of high-risk or low-risk. We denote by 0 ď π ď 1 and 1 ´ π
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the fractions of low-risk and high-risk policyholder, respectively. We define

the surplus process U of the insurer by

Ut “ U0 ` ct ´ St,

where St :“
řNt

n“1 Xn is a compound Poisson process with random intensity λ

(a compound mixed Poisson process). We assume that the random intensity

λ is a two-valued random variable that takes λ “ λl with probability π

and λ “ λhpą λlq with probability 1 ´ π, and assume that tXnu and tNtu

are independent. We denote by F :“ tFtut the natural filtration generated

by S. The F-adapted premium rate process c is determined by the insurer

and restricted in each specification of the model. Unlike perfect information

cases, it is difficult for the insurer to set appropriate premium rate c because

the insurer cannot observe the risk λ, directly.

Although the insurer cannot observe λ, he can infer the realization of λ

from the realized claim arrival process N , and thus from the realized sur-

plus process U . Let us denote by πt the conditional probability that the

policyholder is of low-risk:

πt :“ P
`
λ “ λl | Ft

˘
.

The performance criteria of the insurer will be described in each specifi-

cation. We just introduce the forms of them here.
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Specification 1 In the first specification, we consider the following maxi-

mization problem:

J cpπt, utq “ E
” ż τ

t

e´rps´tqprc´ csq ds
ˇ̌
ˇπt, Ut

ı
. (Specification 1)

and rc is the premium rate intended for the type of the policyholder.

Specification 2 In the second specification, we consider a penalty function

J cpπt, Utq “ E
“
γpτS ´ tq ` 1tτSăτup1´ πτS qψpUτS q | πt, Ut

‰
,

(specification 2)

where τS is a stopping time when the insurer reduces insurance pre-

mium: ct “ cl ` pch ´ clq1τSăt.

In the sequel, we seek an optimal strategy c˚ that optimizes the insurer’s

performance

V pπ, uq :“ J c˚pπ, uq “ sup
c
por inf

c
qJ cpπ, uq, (4.10)

solving HJB equation for each problem numerically. We call the optimized

performance V the value function. The key variables in evaluating perfor-

mances are π and U .
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Infinitesimal generator of pπ, Uq

In each specification, we derive the integro-differential equation the value

function satisfy. For this, we calculate the infinitesimal generator Lc for

pπ, Uq, given strategy ct “ c, which is useful because

!
gpπt, Utq ´ gpπ0, U0q ´

ż t

0

Lcsgpπs, Usqds
)

t
is a martingale, (4.11)

provided that it is well defined.

According to Peskir and Shiryaev (2006), the stochastic differential equa-

tion of πt is given by

dπptq “ pλh ´ λlqπpt´qp1´ πpt´qq
λlπpt´q ` λhp1´ πpt´qq

´`
λlπpt´q ` λhp1´ πpt´qq

˘
dt´ dNptq

¯
.

(4.12)

Applying the Itô formula, we obtain

dg
`
πptq, Uptq

˘

“ pλh ´ λlqπps´qp1´ πps´q
˘ B
Bπ g

`
πps´q, Ups´q

˘
dt` c

B
Bug

`
πps´q, Ups´q

˘
dt

`
ż 1

0

ż

R

´
g
`
πps´q ` x, Ups´q ` yq ´ g

`
πps´q, Ups´q

˘¯`
Npdt, dx, dyq ´ νπpdt, dx, dyq

˘

`
ż 1

0

ż

R

´
g
`
πps´q ` x, Ups´q ` yq ´ g

`
πps´q, Ups´q

˘¯
νπpdt, dx, dyq,

where Np¨, ¨, ¨q is a random measure that represents the jump sizes of pπ, Uq,
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and νπ is its compensator. Observe that (i) the jump size of π is

´ pλh ´ λlqπpt´qp1´ πpt´qq
λlπpt´q ` λhp1´ πpt´qq ;

(ii) the jump size of U has distribution FXp´dyq; (iii) the jumps of π and

U always occurs simultaneously; and (iv) the conditional intensity of their

jumps is λlπt´`λhp1´πt´q. From them, we obtain the infinitesimal generator

Lc of pπ, Uq given c as

pLcgqpπ, uq

“ pλh ´ λlqπp1´ πq B
Bπ gpπ, uq ` c

B
Bugpπ, uq

`
`
πλl ` p1´ πqλh

˘ ż 8

0

ˆ
g

ˆ
λlπ

λlπ ` λhp1´ πq , u´ y

˙
´ gpπ, uq

˙
FXpdyq.

4.3 Maximizing Reduction in Insurance Pre-

mium (Specification 1)

4.3.1 Performance criterion and strategy

In the first specification, the insurer’s object is to maximizes the discounted

expectation of difference between the premium rate intended for the true

type of policyholder and the actual premium rate. In this specification,

we assume that the insurer can choose the premium rate strategy c from

tFtu-adapted, rcl, chs-valued process. Given a premium rate strategy c, the
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insurer’s performance is evaluated by

J cpπt, utq “ E
” ż τ

t

e´rps´tqprc´ csq ds
ˇ̌
ˇπt, Ut

ı
, (4.13)

where r ą 0 is the constant discount rate, and rc is a tcl, chu-valued ran-

dom variable that represents the premium rate intended for the type of the

policyholder. We denote by V , the value function for (4.13) that is

V pπ, uq :“ J c˚pπ, uq “ sup
c

J cpπ, uq.

Since cl ď cptq ď ch, the insurer can improve his performance by lowering

the premium rate if the policyholder is high-risk preventing him from ruin

soon.

Remark 4.1. This model coincides with Gerber and Shiu (2006) if the pol-

icyholders is high risk certainly, that is π “ 0. In fact, in such a case, we

have

E
” ż τ

t

e´rps´tqpch ´ csqds
ˇ̌
ˇπt “ 0, Ut

ı
,

and the difference pch ´ ctq represents the dividend rate in Gerber and Shiu

(2006). We use their result as a boundary condition at π “ 0, in numerical

experiment.
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4.3.2 HJB equation

We apply the dynamic programing principle to obtain the Hamilton–Jacobi–

Bellman equation (HJB equation) of the value function V (see e.g. Øksendal

& Sulem, 2007):

$
’&

’%

max
clďcďch

!
´ rV pπ, uq ` LcV ` πcl ` p1´ πqch ´ c

)
“ 0, u ě 0,

V pπ, uq “ 0, u ă 0.

(4.14)

The optimal strategy becomes ct “ c in this equation given πt “ π and Ut “

u. Because the strategy ct ” cl yields nonnegative performance regardless of

π, we assume that V is a nonnegative function without loss of generality.

The relation between value function and HJB equation (4.14) is derived

in two steps.

Step 1 (Integro-differential equation). Let V “ J c˚ be the performance

for the insurer for the optimized strategy c˚. Since

!
e´rtV pπt, Utq `

ż t

0

e´rs
`
πscl ` p1´ πsqchlooooooooomooooooooon

“Errc|πt,Uts

´c˚s
˘
ds

looooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooon
“E
“ şτ

0 e´rsprc´cs̊ qds
ˇ̌
Ft

‰

)

is a pP, tFtuq-martingale for optimal c˚, we have (provided that the ruin have

not occurred yet)

´ rV pπ, uq ` Lc˚V ` πcl ` p1´ πqch ´ c˚ “ 0,
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by (4.11). Furthermore, by the optimality of c˚, we must have

max
clďcďch

!
´ rV pπ, uq ` LcV ` πcl ` p1´ πqch ´ c

)
“ 0

for u ě 0. For u ă 0, on the other hand, we have V pπ, uq “ 0 from (4.13),

directly.

Step 2 (Optimality). Let V be a solution of (4.14). First, observe that

E
” ż τ

0

e´rt
`
rc´ ct

˘
dt
ı
“ E

”
E
” ż τ

0

e´rt
`
rc´ ct

˘
dt

ˇ̌
ˇFt

ıı

“ E
” ż τ

0

e´rt
´
πtcl ` p1´ πtqch ´ ct

¯
dt
ı
, (4.15)

by the definition of πt. For each fixed insurance premium strategy c, let us

define Ac
t :“ ´rV pπt, Utq ` LctV pπt, Utq. Then, the process

"
e´rtV pπt, Utq ´

ż t

0

e´rtAc
tdt

*

t

is a martingale and thus we have

E
”
e´rtV pπt, Utq ´

ż t

0

e´rtAc
tdt

ı
“ V pπ, uq.

Recalling that we have assumed V ě 0, we obtain.

´ E
” ż τ

0

e´rtAc
tdt

ı
ď V pπ, uq
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Since V satisfies (4.14), we obtain

Ac
t ` πtcl ` p1´ πtqch ` ct ď 0

for each strategy ct. This inequality, together with (4.15), we obtain

J cpπ, uq “ E
” ż τ

0

e´rt
´
πtcl ` p1´ πtqch ´ c

¯
dt
ı

ď V pπ, uq.

4.3.3 Numerical example

In this subsection, we calculate (4.14) numerically, assuming that the claim

size X has exponential distribution with expectation 1{β.

In the HJB equation (4.14), c appears only in

´ B
BuV pπ, uq ´ 1

¯
c.

It means that the optimal premium rate strategy is tcl, chu-valued: (4.14) is

maximized by choosing c “ cl if
B
BuV pπ, uq ă 1 and c “ ch if B

BuV pπ, uq ą 1,

which makes it easy to find optimal boundary. Such a structure is found

also in Gerber and Shiu (2006). Furthermore, as we mentioned, the result

of Gerber and Shiu (2006) (for constant intensity) provides us the boundary

condition for π “ 0 as (4.4)–(4.9) with α “ ch ´ cl.

Using these conditions, we calculate the value function V numerically by

1. divide r0, 1s and r0, U s into 0 “ π1 ă π2 ă ¨ ¨ ¨ ă πMπ “ 1 equally and
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0 “ u1 ă u2 ă ¨ ¨ ¨ ă uMU “ U equally,

2. set V p0, uq “ V pπ2, uq by (4.4)–(4.9),

3. check pV pπi, uj`1q´V pπi, ujqq{puj`1´ujq to determine the infinitesimal

generator Lc, and

4. calculate V pπi`1, ujq by finite-difference method.

Figure 4.6 shows the result. The optimal premium rate strategy becomes

again a threshold strategy as in Gerber and Shiu (2006). However the thresh-

old in the present model is two-dimensional. The insurer will choose high

premium rate ch only when the surplus is low and there is strong possibility

that the policyholder is of high-risk.
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Figure 4.6: The value function V (left) and the boundary (right). The pa-
rameters are λ1 “ 1.2,λ0 “ 1.0, c1 “ 1.5, c0 “ 1.3, r “ 0.01, β “ 1.0.
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4.4 Minimizing Default Probability after Re-

duction in Premium Rate (Specification 2)2

4.4.1 Performance criterion and strategy

As the title of the book of Asmussen and Albrecher (2010) indicates, ruin

probability is one of the main interests of insurers. In this section, we assume

that the insurer can reduce the insurance fee once, minimizing the default

probability after reduction and considering the expected time until it. In this

specification, the premium rate strategy c is restricted to

ct “

$
’&

’%

ch, if τS ă t,

cl, if τS ě t,

for some tFtu-stopping time τS that represents the time of reduction in insur-

ance premium. The insurer’s problem is to minimize the penalty evaluated

by

J cpπt, Utq “ E
“
γpτS ´ tq ` 1tτSăτup1´ πτS qψpUτS q | πt, Ut

‰
, (4.16)

2The result of Section 4.4 is in the master’s thesis of the author: .ཛྷపेޒ (2015). ࠷
దఀࢭͷख๏Λ༻͍ͨอݥྉҾ͖Լ͛ࠁ࣌ͷܾఆ (Master’s thesis, ҰڮେֶେֶӃ 
.(Պڀݚֶ
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where γ ą 0 is a constant and 1A is an indicator function of event A. The

function ψ represents the default probability after τS :

ψpuq :“ Erτ ă 8 | UτS “ us.

Throughout this section, we assume ψpuq is C1 function on Rą0.

Equation (4.16) represents a trade-off between premium rate and default

probability. Although its beneficial for insurer to wait to decrease the default

probability, it means that the policyholder is imposed higher premium, which

is considered in De Finetti’s problem. If the policyholder is of low-risk,

the insurer should reduce the premium to intended rate as soon as possible

(1 ´ πτS in the second term). Note that we should not give penalties if the

default occurs before τS , because such defaults occurs regardless of reduction

in premium rate. This is why 1tτSăτu appears. We assume τS ď τ without

loss of generality.

4.4.2 Free-boundary problem

Let us denote by τS˚ and V , the optimal stopping time and the minimized

penalty, respectively:

V pπ, uq :“ Jτ˚S pπ, uq “ min
τS

JτS pπ, uq.
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Such a problem is called an optimal stopping problem, and is known to be

related to a free-boundary problem (see e.g. Peskir & Shiryaev, 2006):

LchV pπ, uq “ ´γ, if pπ, uq P C,

V pπ, uq “ p1´ πqψpuq, if pπ, uq P D,

V pπ, uq “ 0 if u ă 0,

V pπ, uq ď p1´ πqψpuq,

(4.17)

for some C Ă r0, 1s ˆ Rě0 and D “ r0, 1s ˆ Rě0zC. The stopping time

τ˚S :“ inftt ą 0; pπt, Utq P Du is a candidate of the optimal stopping time. We

provide a verification of it for large γ, later. The second and third equations

are trivial because τS “ 0 if pπ0, U0q P D in (4.16). The first equation is

derived by the argument for HJB equation in the previous section, using

that

!
V pπt^τS , Ut^τS q ` γpt^ τSq

)
“

!
E
“
γτS ` 1tτSăτup1´ πτS qψpUτS q | πt, Ut

‰)
,

is a tFtu-martingale.

The following conditions are called continuous fit and smooth fit condi-
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tions:

V pπ´, u´q “ p1´ πqψpuq, pπ, uq P C XD,
$
’&

’%

B
BπV pπ´, u´q “ ´ψpuq, pπ, uq P C XD,

B
BuV pπ´, u´q “ p1´ πqψ1puq, pπ, uq P C XD.

(4.18)

These conditions are used to characterize the value function. However, to our

setting (without Brownian motion), smooth fit condition is known as rather

strong condition. We argue, in Appendix, that V of the present problem

actually satisfies these conditions.

Verification of optimality

We show that a function V that satisfies (4.17) and (4.18) actually minimizes

the expected penalty (4.16), for a large γ. For each stopping time τ 1S ď τ ,

we have

E
“
p1´ πτ 1S qψpUτ 1S q

‰
ě E

“
V pπτ 1S , Uτ 1S q

‰
“ V pπ, uq ` E

” ż τ 1S

0

LchV pπs, Usqds
ı
,

where LchV pπ, uq is well defined on r0, 1s ˆ Rě0 thanks to smooth and con-

tinuous fit conditions. If

LchV pπ, uq ě ´γ, on r0, 1s ˆ Rě0, (4.19)
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we obtain

E
“
γτ 1S ` p1´ πτ 1S qψpUτ 1S q

‰
ě V pπ, uq,

for each stopping time τ 1S , where the equality holds for τ 1S “ τ˚S . Thus it

suffices to show (4.19). However, on C, we have (4.19) from (4.17); and on

D, a direct calculation shows that

LchV pπ, uq “ Lchpp1´ πqψpuqq

“ ´ pλh ´ λlqπp1´ πqψpuq ` chp1´ πqψ1puq

` λhp1´ πq
ż u

0

ψpu´ yqFXpdyq ´ p1´ πqpπλl ` p1´ πqλhqψpuq,
(4.20)

which is bounded on r0, 1s ˆ Rě0. It implies (4.19) holds for some γ ą 0.

4.4.3 Numerical example

In this subsection, we calculate (4.17)–(4.18) numerically, again assuming

that the claim size X has exponential distribution with expectation 1{β. We

follow the procedure of

1. divide r0, 1s and r0, U s into 0 “ π1 ă π2 ă ¨ ¨ ¨ ă πMπ “ 1 equally and

0 “ u1 ă u2 ă ¨ ¨ ¨ ă uMU “ U equally,

2. for π “ 0, find initial condition V p0, 0q that satisfies (4.17) and (4.18),

using finite-difference method,

3. set V p0, uq “ V pπ2, uq, and
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Figure 4.7: The value function and boundary condition (top), the value
function (bottom left), and the boundary (bottom right). The parameters
are γ “ 0.20, β “ 1.0, λh “ 1.2, λl “ 1.0, ch “ 1.8, cl “ 1.5.
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4. calculate V pπi`1, ujq by finite-difference method.

Figure 4.7 shows the result. Although we set a different performance

criterion to our first specification, the results are similar to each other. Again

the boundary is two-dimensional. The insurer keeps high premium rate ch

only when the default probability is high (low surplus) and there is strong

possibility that the policyholder is of high-risk.

4.5 Discussion

Sequential testing problem and Poisson disorder problem

In our present model, we assumed that the policyholder’s type does not

change over time, to derive conditional distribution π of the type. Peskir

and Shiryaev (2000) call such a problem “sequential testing problem.” In

insurance modeling, the change in accident rate over time is also important

(e.g. elderly drivers in car insurance). For such a modeling, “Poisson disorder

problem” of Peskir and Shiryaev (2002) could be used.

Adverse selection

As we have mentioned, there are few studies that combines ruin theory with

imperfect information. One exception is the master thesis of Tomita3, who

studies the ruin probability under mixed Poisson driven Lundberg model

3ాণ (2018), in Japanese.
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with experience rate. Both Tomita and our present observation do not con-

siders adverse selection problem, under which policyholder acts strategically.

The difficulty is that asymmetry in information will distorts insurance con-

tract itself, as shown in Rothschild and Stiglitz (1976). However, one may

speculate that there are separating equilibria in which a design of insurance

contract screens the types of policyholders. This problem should be worth

tackling.

4.A Appendix

Continuous fit and smooth fit

In this appendix, we show that optimal V satisfies continuous and smooth

fit conditions (4.18). First, we have

V pπ, uq ´ V pπ ´ ε, uq
ε

ě p1´ πqψpuq ´ p1´ pπ ´ εqqψpuq
ε

, on pπ, uq P C XD,

because V pπ, uq ď p1´ πqψpuq on C and V pπ, uq “ p1´ πqψpuq on D. Thus

lim inf
εÓ0

V pπ, uq ´ V pπ ´ ε, uq
ε

ě ´ψpuq.

For the opposite inequality, let Pπ “ πPl ` p1 ´ πqPh, where Pl “ Pp¨ |
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λ “ λlq and Ph “ Pp¨ | λ “ λhq. Let pπ0, U0q “ pπ, uq P C XD and let τ εS be

τ εS “ inf
!
t ě 0; pπε

t , Utq P D
)
.

Here πε
t is a stochastic process that solves the same stochastic differential

equation (4.12) as πt, with different initial condition πε
0 “ π´ε. The strategy

τS is the optimal strategy associated to V pπ ´ ε, uq but is not optimal for

V pπ, uq. Then, for At “ Lchpp1 ´ πtqψpUtqq and Aε
t “ Lchpp1 ´ πε

t qψpUtqq,

which are given in (4.20), we obtain

V pπ, uq ´ V pπ ´ ε, uq

ď Eπ

“
γτ ε ` p1´ πτεqψpUτεq

‰
´ Eπ´ε

“
γτ ε ` p1´ πε

τεqψpUτεq
‰

“ p1´ πqψpuq ` γEπrτ εs ` Eπ

” ż τε

0

At dt
ı

´ p1´ pπ ´ εqqψpuq ´ γEπ´εrτ εs ´ Eπ´ε

” ż τε

0

Aε
tdt

ı

“ ´εψpuq ` γε
`
Elrτ εs ´ Ehrτ εs

˘

` Eπ

” ż τε

0

pAt ´ Aε
tqdt

ı
` ε

´
El

” ż τε

0

Aε
tdt

ı
´ Eh

” ż τε

0

Aε
tdt

ı¯
.

If there is no jump, pπε
t , Utq reaches to D at least πε increases by ε. To

evaluate the time for this happens, observe

ε “
ż t

0

pλh ´ λlqπsp1´ πsqds, on tNτε “ 0u,
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which comes from dt-term in (4.12). Solving this equation, we obtain

πt “
epλh´λlqt

1
π0

´ 1` epλh´λlqt ,

and thus

τ ε ď 1

λh ´ λl
log

p1´ πqpε{π ` 1q
1´ π ´ ε

P Opεq, on tN ε
τ “ 0u.

This together with PpNt ě 1q “ Opεq show

V pπ, uq ´ V pπ ´ ε, uq ď ´εψpuq ` opεq.

The conditions for u is due to similar argument.
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