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Abstract

We will focus on estimating the integrated covariance of two diffusion processes observed in a nonsynchronous
manner. The observation data is contaminated by some noise, which is possibly correlated with the returns of
the diffusion processes, while the sampling times also possibly depend on the observed processes. This situation
is much more realistic than those in which both of the noise and the sampling times are independent of the
diffusion processes. In a high-frequency setting, we consider a modified version of the pre-averaged Hayashi-
Yoshida estimator, and we show that such a kind of estimators has the consistency and the asymptotic mixed
normality, and attains the optimal rate of convergence.

Keywords: Endogenous noise; Hayashi-Yoshida estimator; Integrated covariance; Market microstructure noise;
Nonsynchronous observations; Pre-averaging; Stable convergence; Strong predictability

1 Introduction

In financial econometrics, measuring the covariation of two assets is the central problem because it serves as a
basis for many areas of finance, such as risk management, portfolio allocation and hedging strategies. In recent years
there has been a considerable development of the statistical approaches to this problem using high frequency data.
Such approaches were pioneered by Andersen and Bollerslev [2] and Barndorff-Nielsen and Shephard [5], and their
methods are based on the semimartingale theory. In fact, no-arbitrage based characterizations of asset prices suggest
that price processes must follow a semimartingale (see [14] for instance). Recently, however, it has become common
recognition that at ultra-high frequencies the financial data is contaminated by market microstructure noise such
as rounding errors, bid-ask bounds and misprints. Motivated by this, the statistical inference for semimartingales
observed at a high frequency with additive observation noise has become an active research area during the past
decade.

On the other hand, since in this paper we are interested in the statistical inference for two assets observed
at a high frequency, we face another important problem. That is, we may observe the data in a nonsynchronous
manner. The classical theory of stochastic calculus suggests that the so-called realized covariance can be used for
measuring the covariation of two assets if the sampling is synchronous. Therefore, it is a naive idea that first we fix
a sampling frequency (e.g. per five minutes) and generate new data sampled at this fixed grid by the previous-tick
interpolation scheme and then we compute the realized covariance from the synchronized data. However, Hayashi
and Yoshida [22] shows that this method suffers from a serious bias known as the Epps effect described in [16],
so we need a different approach to deal with this problem. [22] proposed the so-called Hayashi-Yoshida estimator,
which is identical with the realized covariance in the synchronous case and a consistent estimator for the quadratic
covariation of two discretely observed continuous semimartingales even in the nonsynchronous case. The asymptotic
theory of the Hayahsi-Yoshida estimator has further been developed in [21], [23, 24] and [13]. Another important
theoretical approach to nonsynchronicity, a Fourier analytic approach, has been developed in Malliavin and Mancino
[33, 34] and Clément and Gloter [11]; besides Ogihara and Yoshida [37] have recently developed the quasi-likelihood
analysis of nonsynchronously observed diffusions in a parametric setting.

In this paper we consider two diffusion processes observed in a nonsynchronous manner as well as contaminated
by microstructure noise. Our aim is to estimate the integrated covariance of the diffusion processes in a high-
frequency setting by coping with both of the observation noise and the nonsynchronous sampling simultaneously.
Recently, various authors proposed hybrid approaches combining a method to de-noise the data with another method
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to deal with the nonsynchronicity in order to attack this problem. One direction in such approaches is that we
first use the refresh sampling method for synchronizing the data and then construct a noise-robust estimator. This
method was first applied in Barndorff-Nielsen et al. [4] in which the realized kernel method proposed in [3] was used
for de-noising, and further developed by [1], [8], [25], [43] and [45] with using other de-noising methods. Another
direction is using a Hayashi-Yoshida type approach to deal with the nonsynchronicity. Bibinger [6] proposed to
synchronize the data by applying a Hayashi-Yoshida type synchronization called the pseudo-aggregation algorithm
first. In a second step, a multiscale type estimator like in [44] is constructed from this synchronized data. The
obtained estimator is called the generalized multiscale estimator. Christensen et al. [8] proposed to de-noise the data
by applying the pre-averaging method introduced in [40] (and further studied in [27]) first. After that, they construct
a Hayashi-Yoshida type estimator called the pre-averaged Hayashi-Yoshida estimator from the pre-averaged data.
On the other hand, recently Corsi et al. [12] proposed a new estimator which is not the hybrid one.

Our estimation approach is based on the pre-averaged Hayashi-Yoshida estimator in the above, but we slightly
modify this estimator for a technical reason. In Christensen et al. [9] the associated central limit theorem for that
estimator has been shown, but it is restricted to the case when observation times are deterministic (or random
but independent of the observed processes) and some of important sampling schemes in practice, like the Poisson
sampling schemes, are excluded. In fact, the asymptotic variance given in their theorem has a quite complex form
which depends on the special forms of the sampling times considered in that paper, so that the author guesses one
cannot expect to extend this result to more general sampling involving the Poisson sampling schemes. For this
reason, we first synchronize the sampling times partly. After that, we construct the pre-averaged Hayashi-Yoshida
estimator from this new data. Then, we can compute the asymptotic variance due to Lemma 3.1 in Section 3. This
procedure is done in the same spirit as that discussed in Section 6.3 of [7].

In addition to the above problems, we also consider two kinds of endogeneity; one is the dependency between
the microstructure noise and the diffusion processes, and the other is the dependency between the sampling times
and the observed processes. The first one is motivated by an empirical analysis of Hansen and Lunde [19] as well as
some microstructure noise modeling in microeconomics such as [18]. Especially we will involve an asymptotically
non-degenerate term which is correlated with the returns of the diffusion processes in the model of microstructure
noise since [19] indicates the presence of such a structure. On the other hand, the second one is motivated by the
recent studies on this topics in the absence of microstructure noise. See [17], [20], [24], [32] and [38] for details.
Robert and Rosenbaum [42] also considers these two types of endogeneity in a framework different from the model
with additive observation noise, which they call the model with uncertainty zones. In their framework, however,
the observation errors are asymptotically degenerate. In this paper, we will show a central limit theorem for the
estimation error of the proposed estimator in the situation explained in the above (see Theorem 3.1).

Usually a certain blocking technique is used in the proofs of the central limit theorems for pre-averaging esti-
mators (see [27], [39], [28] and [9]). In this paper, however, we do not rely on such a technique but a technique
used in [24] for the proof of the central limit theorem for the Hayashi-Yoshida estimator. This is based on Lemma
4.2 which tells us that in the first order the estimation error process of our estimator is asymptotically equivalent
to the process Mn defined in Section 4, which has a structure similar to that of the estimation error process of the
Hayashi-Yoshida estimator. This enables us to apply arguments that mimic those in [24]. The only thing different
from [24] is the computation of the asymptotic variance process, but we can pass through this problem due to the
modification explained in the above.

Lemma 4.2 has another important implication for the asymptotic theory of our estimator. That is, we can
deduce a law of large number for our estimator, which can be regarded as a counterpart to Theorem 2.3 in [21].
This will be presented in Section 5.1.

The organization of this paper is the following. In Section 2 we introduce the mathematical model and explain
the construction of our estimator. In Section 3 the main result in this paper is stated. Section 4 provides a brief
sketch of the proof of the main result, while in Section 5 we deal with some topics related to statistical application
of our estimator. Most of the proofs will be put in Section 6-13.

2 The setting

We start by introducing an appropriate stochastic basis on which our observation data is defined. Let B(0) =

(Ω(0),F (0),F(0) = (F (0)
t )t∈R+ , P

(0)) be a stochastic basis. For any t ∈ R+ we have a transition probability

Qt(ω
(0),dz) from (Ω(0),F (0)

t ) into R2, which satisfies∫
zQt(ω

(0), dz) = 0. (2.1)
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We endow the space Ω(1) = (R2)[0,∞) with the product Borel σ-field F (1) and with the probability Q(ω(0),dω(1))
which is the product ⊗t∈R+Qt(ω

(0), ·). We also call (ϵt)t∈R+ the “canonical process” on (Ω(1),F (1)) and the filtara-

tion F (1)
t = σ(ϵs; s ≤ t). Then we consider the stochastic basis B = (Ω,F ,F = (Ft)t∈R+ , P ) defined as follows:

Ω = Ω(0) × Ω(1), F = F (0) ⊗F (1), Ft = ∩s>tF (0)
s ⊗F (1)

s ,

P (dω(0),dω(1)) = P (0)(dω(0))Q(ω(0), dω(1)).

Any variable or process which is defined on either Ω(0) or Ω(1) can be considered in the usual way as a variable or
a process on Ω.

Next we introduce our observation data. Let X and Y be two continuous semimartingales on B(0). Also, we
have two sequences of F(0)-stopping times (Si)i∈Z+ and (T j)j∈Z+ that are increasing a.s.,

Si ↑ ∞ and T j ↑ ∞. (2.2)

As a matter of convenience we set S−1 = T−1 = 0. These stopping times implicitly depend on a parameter n ∈ N,
which represents the frequency of the observations. Denote by (bn) a sequence of positive numbers tending to 0 as
n→ ∞. Let ξ′ be a constant satisfying 0 < ξ′ < 1. In this paper, we will always assume that

rn(t) := sup
i∈Z+

(Si ∧ t− Si−1 ∧ t) ∨ sup
j∈Z+

(T j ∧ t− T j−1 ∧ t) = op(b
ξ′

n ) (2.3)

as n→ ∞ for any t ∈ R+.
The processes X and Y are observed at the sampling times (Si) and (T j) with observation errors (UXSi)i∈Z+ and

(UYT j )j∈Z+ respectively. We assume that the observation errors have the following representations:

UXSi = b−1/2
n (ZXSi − ZXSi−1) + ϵXSi , UYT j = b−1/2

n (ZYT j − ZYT j−1) + ϵYT j .

Here, ϵt = (ϵXt , ϵ
Y
t ) for each t, while ZX and ZY are two continuous semimartingales on B(0). We can take

ZX = ϕXX and ZY = ϕY Y for some constants ϕX and ϕY , so that the observation errors can be correlated

with the returns of the latent processes X and Y . For this reason we will refer to (b
−1/2
n (ZXSi − ZXSi−1))i∈Z+ and

(b
−1/2
n (ZYT j − ZYT j−1))j∈Z+ as the endogenous noise. The factor b

−1/2
n is necessary for the endogenous noise not to

degenerate asymptotically. Such a kind of noise appears in [4], [15], [19], [30], [31] and [36]. After all, we have the
observation data X = (XSi)i∈Z+ and Y = (YT j )j∈Z+ of the form

XSi = XSi + UXSi , YT j = YT j + UYT j .

Now we explain the construction of our estimator. First we introduce some notation. We choose a sequence kn
of integers and a number θ ∈ (0,∞) satisfying

kn = θb−1/2
n + o(b−1/4

n ) (2.4)

(for example kn = ⌈θb−1/2
n ⌉). We also choose a continuous function g : [0, 1] → R which is piecewise C1 with a

piecewise Lipschitz derivative g′ and satisfies

g(0) = g(1) = 0, ψHY :=

∫ 1

0

g(x)dx ̸= 0 (2.5)

(for example g(x) = x ∧ (1− x)). We associate the random intervals Ii = [Si−1, Si) and Jj = [T j−1, T j) with the
sampling scheme (Si) and (T j) and refer to I = (Ii)i∈N and J = (Jj)j∈N as the sampling designs for X and Y .
We introduce the pre-averaging observation data of X and Y based on the sampling designs I and J respectively
as follows:

X(I)i =
kn−1∑
p=1

g

(
p

kn

)
(XSi+p − XSi+p−1) , Y(J )j =

kn−1∑
q=1

g

(
q

kn

)
(YT j+q − YT j+q−1) , i, j = 0, 1, . . . .

The following quantity was introduced in Christensen et al. [8] :

3



Definition 2.1 (Pre-averaged Hayashi-Yoshida estimator). The pre-averaged Hayashi-Yoshida estimator, or pre-
averaged HY estimator of X and Y associated with sampling designs I and J is the process

PHY (X,Y; I,J )nt =
1

(ψHY kn)2

∞∑
i,j=0

Si+kn∨T j+kn≤t

X(I)iY(J )j1{[Si,Si+kn )∩[T j ,T j+kn ) ̸=∅}, t ∈ R+.

Remark. In order to improve the performance of the above estimator in finite samples, it will be efficient to replace
the quantity ψHY with 1

kn

∑kn−1
p=1 g(p/kn) in the above definition. Such a kind of adjustments often appears in the

literature on pre-averaging estimators.

As mentioned in Section 1, we modify the above pre-averaged HY estimator by applying an interpolation method
similar to the refresh sampling method for the technical reason. The following notion was introduced to this area
in [4]:

Definition 2.2 (Refresh time). The first refresh time of sampling designs I and J is defined as R0 = S0 ∨T 0, and
then subsequent refresh times as

Rk := min{Si|Si > Rk−1} ∨min{T j |T j > Rk−1}, k = 1, 2, . . . .

We introduce new sampling scheme by a kind of the next-tick interpolations to the refresh times. That is, we
define Ŝ0 := S0, T̂ 0 := T 0, and

Ŝk := min{Si|Si > Rk−1}, T̂ k := min{T j |T j > Rk−1}, k = 1, 2, . . . .

Then, we create new sampling designs as follows:

Îk := [Ŝk−1, Ŝk), Ĵk := [T̂ k−1, T̂ k), Î := (Îi)i∈N, Ĵ := (Ĵj)j∈N.

For the sampling designs Î and Ĵ obtained in such a manner, we will consider the pre-averaged Hayashi-Yoshida

estimator P̂HY (X,Y)n := PHY (X,Y; Î, Ĵ )n.
One of the advantage of working with the refresh time is described by the following proposition:

Proposition 2.1. The following statements are true.

(a) Ŝk ∨ T̂ k = Rk for every k.

(b) (Ŝi < T̂ j) ⇒ (i ≤ j) and (Ŝi > T̂ j) ⇒ (i ≥ j) for every i, j.

Proof. (a) Obvious.

(b) Since T̂ j ≤ Rj < Ŝj+1, (Ŝi < T̂ j) implies Ŝi < Ŝj+1, hence i ≤ j. Consequently, we obtain the former
statement. By symmetry we also obtain the latter statement.

3 Main results

We start with introducing some notation and conditions in order to state our main result. We write the canonical
decompositions of X, Y , ZX and ZY as follows:

X = AX +MX , Y = AY +MY , ZX = AX +MX , ZY = AY +MY . (3.1)

Here, AX , AY , AX and AY are continuous F(0)-adapted processes with locally finite variations, while MX , MY ,
MX and MY are continuous F(0)-local martingales. For each i, j ∈ Z+, let

Īi = [Ŝi, Ŝi+kn), J̄j = [T̂ j , T̂ j+kn), K̄ij = 1{Īi∩J̄j ̸=∅}.

Since (Īi ∩ J̄j ̸= ∅) ⇒ (|i− j| ≤ kn) by Proposition 2.1(b), we have

∞∑
j=0

K̄ij ≤ 2kn + 1,
∞∑
i=0

K̄ij ≤ 2kn + 1 (3.2)

for any i, j ∈ Z+.

4



For two real-valued bounded measurable functions α, β on R, set

cα,β(p, q) :=
1

k2n

p∑
i=(p−kn+1)∨1

q∑
j=(q−kn+1)∨1

α

(
p− i

kn

)
β

(
q − j

kn

)
K̄ij ,

ψα,β(x) =

∫ 1

0

∫ x+u+1

x+u−1

α(u)β(v)dvdu.

The following lemma, which is a counterpart of Lemma 7.2 of Christensen et al. [9], is the key to calculation of the
asymptotic variance of th estimation error of our estimator:

Lemma 3.1. Let α, β : R → R be two piecewise Lipschitz functions satisfying α(x) = β(x) = 0 with x /∈ [0, 1].
Then we have

sup
p,q:p,q≥kn

∣∣∣∣cα,β(p, q)− ψα,β

(
q − p

kn

)∣∣∣∣ = Op

(
b1/2n

)
as n→ ∞.

Proof. For p, q ≥ kn, we can rewrite cα,β(p, q) as

cα,β(p, q) =
1

k2n

kn−1∑
i,j=0

α

(
i

kn

)
β

(
j

kn

)
K̄p−i,q−j .

By definition, we have K̄p−i,q−j = 1{Ŝp−i<T̂ q−j+kn ,Ŝp−i+kn>T̂ q−j}. Moreover, by Proposition 2.1(b) we have

(Ŝp−i < T̂ q−j+kn , Ŝp−i+kn > T̂ q−j) ⇒ (q − p+ i− kn ≤ j ≤ q − p+ i+ kn),

(q − p+ i− kn ≤ j ≤ q − p+ i+ kn) ⇒ (Ŝp−i ≤ T̂ q−j+kn , Ŝp−i+kn ≥ T̂ q−j).

Hence we obtain

cα,β(p, q) =
1

k2n

kn−1∑
i=0

α

(
i

kn

) [(q−p+i+kn)∨0]∧(kn−1)∑
j=[(q−p+i−kn)∧(kn−1)]∨0

β

(
j

kn

)
+Op(b

1/2
n )

uniformly in p, q. Note that q − p+ i− kn ≤ q − p+ i− kn and α(x) = β(x) = 0 if x /∈ [0, 1], we have

cα,β(p, q) =
1

k2n

kn−1∑
i=0

α

(
i

kn

) q−p+i+kn∑
j=q−p+i−kn

β

(
j

kn

)
+Op(b

1/2
n )

uniformly in p, q. Therefore, the piecewise Lipschitz continuity of α and β completes the proof.

Next, let Nn
t =

∑∞
k=1 1{Rk≤t}, N

n,1
t =

∑∞
k=1 1{Ŝk≤t} and Nn,2

t =
∑∞
k=1 1{T̂k≤t} for each t ∈ R+ and

Γk = [Rk−1, Rk), Ǐk := [Šk, Ŝk), J̌k := [Ť k, T̂ k)

for each k ∈ N. Here, for each t ∈ R+ we write Šk = supSi<Ŝk S
i and Ť k = supT j<T̂k T

j . Note that Šk and Ť k

may not be stopping times.
Let ξ be a positive constant satisfying 1

2 < ξ < 1. Furthermore, let Hn = (Hn
t )t∈R+ be a sequence of filtrations

of F to which Nn, Nn,1 and Nn,2 are adapted, and for each n and each ρ ≥ 0 we define the processes χn, G(ρ)n,
F (ρ)n,1, F (ρ)n,2 and F (1)n,1∗2 by

χns = P (Ŝk = T̂ k
∣∣Hn

Rk−1), G(ρ)ns = E
[(
b−1
n |Γk|

)ρ ∣∣Hn
Rk−1

]
,

F (ρ)n,1s = E
[(
b−1
n |Ǐk|

)ρ ∣∣Hn
Ŝk−1

]
, F (ρ)n,2s = E

[(
b−1
n |J̌k|

)ρ ∣∣Hn
T̂k−1

]
,

F (1)n,1∗2s = b−1
n E

[
|Ǐk ∩ J̌k|+ |Ǐk+1 ∩ J̌k|+ |Ǐk ∩ J̌k+1|

∣∣Hn
Rk−1

]
when s ∈ Γk.

The following condition is necessary to compute the asymptotic variance of the estimation error of our estimator

explicitly. For a sequence (Xn) of càdlàg processes and a càdlàg process X, we write Xn Sk.p.−−−→ X if (Xn) converges
to X in probability for the Skorokhod topology.
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[A1′] (i) For each n, we have a càdlàg Hn-adapted process Gn and a random subset N 0
n of N such that (#N 0

n)n∈N
is tight, G(1)nRk−1 = GnRk−1 for any k ∈ N−N 0

n , and there exists a càdlàg F(0)-adapted process G satisfying

that G and G− do not vanish and that Gn
Sk.p.−−−→ G as n→ ∞.

(ii) There exists a constant ρ ≥ 1/ξ′ such that
(
sup0≤s≤tG(ρ)

n
s

)
n∈N is tight for all t > 0.

(iii) For each n, we have a càdlàg Hn-adapted process χ′n and a random subset N ′
n of N such that (#N ′

n)n∈N
is tight, χnRk−1 = χ′n

Rk−1 for any k ∈ N − N ′
n, and there exists a càdlàg F(0)-adapted process χ such that

χ′n Sk.p.−−−→ χ as n→ ∞.
(iv) For each n and l = 1, 2, 1 ∗ 2, we have a càdlàg Hn-adapted process Fn,l and a random subset N l

n of N
such that (#N l

n)n∈N is tight, F (1)n,l
Rk−1 = Fn,l

Rk−1 for any k ∈ N−N l
n, and there exists a càdlàg F(0)-adapted

processes F l satisfying Fn,l
Sk.p.−−−→ F l as n→ ∞.

(v) There exists a constant ρ′ ≥ 1/ξ′ such that
(
sup0≤s≤t F (ρ

′)n,ls
)
n∈N is tight for all t > 0 and l = 1, 2.

Remark 3.1. A kind of conditions such as [A1′](i)-(ii) and [A1′](iv)-(v) appears in [4], [20] and [38]. The condition
[A1′](iii) is satisfied when (Si) = (T j) (a synchronous case) with χ ≡ 1 or when Si ̸= T j for all i, j ≥ 1 (a completely
nonsynchronous case) with χ ≡ 0, for example.

Next, we introduce the following strong predictability condition for the sampling designs, which is an analog to
the condition [A2] in [24].

[A2] For every n, i ∈ N, Si and T i are G(n)-stopping times, where G(n) = (G(n)
t )t∈R+ is the filtration given by

G(n)
t = F (0)

(t−bξ−1/2
n )+

for t ∈ R+.

The following conditions are analogs to the conditions [A3] and [A4] in [24]:

[A3] For each V,W = X,Y, ZX , ZY , [V,W ] is absolutely continuous with a càdlàg derivative, and for the density
process f = [V,W ]′ there is a sequence (σk) of F

(0)-stopping times such that for every k and any λ > 0, we
have a positive constant Ck,λ satisfying

E
[
|fσk
τ1 − fσk

τ2 |2
∣∣Fτ1∧τ2] ≤ Ck,λE

[
|τ1 − τ2|1−λ

∣∣Fτ1∧τ2] (3.3)

for any bounded F(0)-stopping times τ1 and τ2, and f is adapted to Hn.
[A4] ξ ∨ 9

10 < ξ′ and (2.3) holds for every t ∈ R+.

The following conditions, which are analogs to the conditions [A5] and [A6] in [24], are necessary to deal with
the drift parts:

[A5] AX , AY , AX and AY are absolutely continuous with càdlàg derivatives, and there is a sequence (σk) of
F(0)-stopping times such that for every k we have a positive constant Ck and λk ∈ (0, 3/4) satisfying

E
[
|fσk
t − fσk

τ |2
∣∣Fτ∧t] ≤ CkE

[
|t− τ |1−λk

∣∣Fτ∧t] (3.4)

for every t > 0 and any bounded F(0)-stopping time τ , for the density processes f = (AX)′, (AY )′, (AX)′ and
(AY )′.

[A6] For each t ∈ R+, b
−1
n Hn(t) = Op(1) as n→ ∞, where Hn(t) =

∑∞
k=1 |Γk(t)|2.

The following condition is a regularity condition for the exogenous noise process:

[N] (
∫
|z|8Qt(dz))t∈R+ is a locally bounded process, and the covariance matrix process

Ψt(ω
(0)) =

∫
zz∗Qt(ω

(0),dz). (3.5)

is càdlàg and quasi-left continuous. Furthermore, there is a sequence (σk) of F(0)-stopping times such that
for every k and any λ > 0, we have a positive constant Ck,λ satisfying

E
[
|Ψij
σk∧t −Ψij

σk∧(t−h)+ |
2
∣∣F(t−h)+

]
≤ Ck,λh

1−λ (3.6)

for every i, j ∈ {1, 2} and every t, h > 0.
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Remark 3.2. The inequalities (3.3), (3.4) and (3.6) are satisfied when w(f ;h, t) = Op(h
1
2−λ) as h→ ∞ for every

t, λ ∈ (0,∞), for example. Here, for a real-valued function x on R+, the modulus of continuity on [0, T ] is denoted
by w(x; δ, T ) = sup{|x(t)−x(s)|; s, t ∈ [0, T ], |s− t| ≤ δ} for T, δ > 0. This is the original condition in [24]. Another
such example is the case that there exist an F(0)-adapted process B with a locally integrable variation and a locally
square-integrable martingale L such that f = B + L and both of the predictable compensator of the variation
process of B and predictable quadratic variation of L are absolutely continuous with locally bounded derivatives.
This type of condition is familiar in the context of the estimation of volatility-type quantities; see [20] and [28] for
instance. Furthermore, in both of the cases f is càdlàg and quasi-left continuous.

We extend the functions g and g′ to the whole real line by setting g(x) = g′(x) = 0 for x /∈ [0, 1]. Then we put

κ :=

∫ 2

−2

ψg,g(x)
2dx, κ̃ :=

∫ 2

−2

ψg′,g′(x)
2dx, κ :=

∫ 2

−2

ψg,g′(x)
2dx.

We denote by D(R+) the space of càdlàg functions on R+ equipped with the Skorokhod topology. A sequence of
random elements Xn defined on a probability space (Ω,F , P ) is said to converge stably in law to a random element
X defined on an appropriate extension (Ω̃, F̃ , P̃ ) of (Ω,F , P ) if E[Y g(Xn)] → E[Y g(X)] for any F-measurable and
bounded random variable Y and any bounded and continuous function g. We then write Xn →ds X. A sequence
(Xn) of stochastic processes is said to converge to a process X uniformly on compacts in probability (abbreviated

ucp) if, for each t > 0, sup0≤s≤t |Xn
s −Xs| →p 0 as n→ ∞. We then write Xn ucp−−→ X.

Now we are ready to state our main result.

Theorem 3.1. (a) Suppose [A1′](i)-(iii), [A2]-[A6] and [N] are satisfied. Suppose also ZX = ZY = 0. Then

b−1/4
n {P̂HY (X,Y)n − [X,Y ]} →ds

∫ ·

0

wsdW̃s in D(R+)

as n → ∞, where W̃ is a one-dimensional standard Wiener process (defined on an extension of B) independent of
F and w is given by

w2
s = ψ−4

HY [θκ{[X]′s[Y ]′s + ([X,Y ]′s)
2}Gs + θ−3κ̃{Ψ11

s Ψ22
s +

(
Ψ12
s χs

)2}G−1
s

+ θ−1κ{[X]′sΨ
22
s + [Y ]′sΨ

11
s + 2[X,Y ]′sΨ

12
s χs}]. (3.7)

(b) Suppose [A1′], [A2]-[A6] and [N] are satisfied. Then

b−1/4
n {P̂HY (X,Y)n − [X,Y ]} →ds

∫ ·

0

wsdW̃s in D(R+)

as n→ ∞, where W̃ is as in the above and w is given by

w2
s = ψ−4

HY

[
θκ
{
[X]′s[Y ]′s + ([X,Y ]′s)

2
}
Gs + θ−3κ̃

{
Ψ

11

s Ψ
22

s +
(
Ψ

12

s

)2}
G−1
s

+ θ−1κ
{
[X]′sΨ

22

s + [Y ]′sΨ
11

s + 2[X,Y ]′sΨ
12

s −
(
[ZX , Y ]′sF

1
s − [X,ZY ]′sF

2
s

)2}]
, (3.8)

where

Ψ
11

s = Ψ11
s + [ZX ]′sF

1
s , Ψ

22

s = Ψ22
s + [ZY ]′sF

2
s , Ψ

12

s = Ψ12
s χs + [ZX , ZY ]′sF

1∗2
s .

A sketch of the proof is given in the next section.

4 Stable convergence of the estimation error

In this section we briefly sketch the proof of the main theorem. First we introduce some notation. For processes V
and W , V •W denotes the integral (either stochastic or ordinary) of V with respect to W . For any semimartingale

V and any (random) interval I, we define the processes V (I)t and It by V (I)t =
∫ t
0
1I(s−)dVs and It = 1I(t)

respectively. We denote by Φ the set of all real-valued piecewise Lipschitz functions α on R satisfying α(x) = 0 for
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any x /∈ [0, 1]. For a function α on R we write αnp = α(p/kn) for each n ∈ N and p ∈ Z. For any semimartingale V ,

any sampling design D = (Di)i∈N and any α ∈ Φ, we define the process V̄ (D)it for each i ∈ N by

V̄α(D)it =

kn−1∑
p=0

αnpV (Di+p)t.

We introduce the following auxiliary regularity conditions:

[C1] AX , AY , AX , AY , and [V,W ] for V,W = X,Y, ZX , ZY are absolutely continuous with locally bounded
derivatives.

[C2] (
∫
|z|2Qt(dz))t∈R+ is a locally bounded process.

[C3] bnN
n
t = Op(1) as n→ ∞ for every t.

We define Ψ by (3.5) whenever we have [C2].
Let

EXt = − 1

kn

∞∑
p=1

ϵX
Ŝp1{Ŝp≤t}, EYt = − 1

kn

∞∑
q=1

ϵY
T̂ q1{T̂ q≤t}.

EX and EY are obviously purely discontinuous locally square-integrable martingales on B if [C2] holds (note that

both (Ŝi) and (T̂ j) are F(0)-stopping times). Furthermore, if Ψ is càdlàg, quasi-left continuous and both (Si) and
(T j) are F(0)-predictable times, then we have

⟨EX⟩t =
1

k2n

∞∑
p=1

Ψ11
Ŝp1{Ŝp≤t}, ⟨EY ⟩t =

1

k2n

∞∑
q=1

Ψ22
T̂ q1{T̂ q≤t}, ⟨EX ,EY ⟩t =

1

k2n

∞∑
p,q=1

Ψ12
Ŝp1{Ŝp=T̂ q≤t}.

Though Šk and Ť k may not be stopping times, we have the following result:

Lemma 4.1. The random variables Ǐkt and J̌kt are F
(0)
t -measurable for every k, t.

Proof. Since {Ǐkt = 1} = {Šk ≤ t < Ŝk} =
∩
i[{Si ≤ t < Ŝk} ∪ {t < Ŝk ≤ Si}], we obtain {Ǐkt = 1} ∈ F (0)

t and

thus Ǐkt is F (0)
t -measurable. Similarly we can show that J̌kt is F (0)

t -measurable.

Due to the above lemma, both of the processes It :=
∑∞
p=1 Ǐ

p
t and Jt :=

∑∞
q=1 J̌

q
t are F(0)-adapted. Therefore,

we can define the following processes:

ZXt = −I− • ZXt , ZYt = −J− • ZYt .

Then we set

UX = EX + (kn
√
bn)

−1ZX , UY = EY + (kn
√
bn)

−1ZY .

For any semimartingales V,W and any α, β ∈ Φ, set

L̄α,β(V,W )ij = V̄α(Îi)− • W̄β(Ĵ j) + W̄β(Ĵ j)− • V̄α(Îi)

for each i, j ∈ N. We define the process M(k)nt (k = 1, 2, 3, 4) by

M(1)nt =
1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t L̄g,g(X,Y )ijt , M(2)nt =

1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t L̄g′,g′(U

X ,UY )ijt ,

M(3)nt =
1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t L̄g,g′(X,U

Y )ijt , M(4)nt =
1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t L̄g′,g(U

X , Y )ijt ,

where K̄ij
t = 1{Īi(t)∩J̄j(t) ̸=∅}, and set Mn

t =
∑4
k=1 M(k)nt . Then we have the following lemma.

Lemma 4.2. Suppose that (2.3) and [C1]-[C3] are satisfied. Then

b−γn

{
P̂HY (X,Y)n − [X,Y ]−Mn

}
ucp−−→ 0

as n→ ∞ for any γ < ξ′ − 1/2.
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We give a proof of Lemma 4.2 in Section 6. The above lemma implies that we may consider Mn instead of the
estimation error of our estimator as far as ξ′ > 3/4.

Lemma 4.3. Let V,W be two semimartingales and g, h are two real functions on R. For any i, j ∈ Z+ and any
t ∈ R+, K̄

ij
t L̄g,h(V,W )t = K̄ij

− • L̄g,h(V,W )t.

Proof. By integration by parts we have

K̄ij
t L̄g,h(V,W )t = K̄ij

− • L̄g,h(V,W )t + L̄g,h(V,W )− • K̄ij
t + [K̄ij , L̄g,h(V,W )]t,

hence it is sufficient to show that L̄g,h(V,W )− • K̄ij
t = [K̄ij , L̄g,h(V,W )]t = 0. K̄ij

t is a step function starting from

0 at t = 0 and jumps to +1 at t = R∨(i, j) when Īi ∩ J̄j ̸= ∅. So, L̄g,h(V,W )− • K̄ij
t = L̄g,h(V,W )R∨(i,j)∧t−K̄

ij
t

and [K̄ij , L̄g,h(V,W )]t = K̄ij
t ∆L̄g,h(V,W )R∨(i,j)∧t. However, L̄g,h(V,W )t = 0 for t ≤ R∨(i, j) by its definition.

We momentarily assume that X, Y , ZX and ZY are continuous local martingales. Lemma 4.3 implies that Mn is
a locally square-integrable martingale. Therefore, we can define the quantities Vn

t := ⟨Mn⟩t and Vn
N,t := ⟨Mn, N⟩t

for a locally square-integrable martingale N . Then we consider the following conditions.

[A1∗] There exists an F-adapted, nondecreasing, continuous process (Vt)t∈R+ such that b
−1/2
n Vn

t →p Vt as n → ∞
for every t.

[B1] b
−1/4
n Vn

N,t →p 0 as n→ ∞ for every t and any N ∈ {X,Y, ZX , ZY }.

The next two lemmas imply that the above two conditions are sufficient for our stable convergence problem.
They are proved in Section 7 and 8, respectively.

Lemma 4.4. Suppose that [A1∗], [A4] and [C1]-[C3] are satisfied. Then for any square-integrable martingale N

orthogonal to (X,Y, ZX , ZY ) we have b
−1/4
n ⟨Mn, N⟩t →p 0 as n→ ∞ for every t.

Lemma 4.5. Suppose that [A4], [C1]-[C3] and [N] are satisfied. Then
∑
s:0≤s≤t |b

−1/4
n ∆Mn

s |4 →p 0 as n→ ∞ for
any t > 0.

We consider the following conditions:

[W] There exists an F-predictable process w such that V· =
∫ ·
0
w2
sds.

[SC] b
−1/4
n Mn →ds M in D(R+) as n → ∞, where M =

∫ ·
0
wsdW̃s, w is a some predictable process, and W̃ is a

one-dimensional standard Wiener process (defined on an extension of B) independent of F .

Proposition 4.1. Suppose that [A1∗], [B1], [A4], [C1]-[C3], [N] and [W] are fulfilled. Then [SC] holds.

Proof. We apply Theorem 2-2 of [26]. Eq. (2.8), (2.9), (2.10) and (2.12) in [26] are satisfied with B = 0, F = V and
G = 0 due to the assumptions and Lemma 4.4. Moreover, Lemma 4.5 yields Eq. (2.26) in [26] due to the definition
of the compensator of a random measure. Consequently, we complete the proof.

The left problem is to check the conditions [A1∗], [B1] and [W]. Following [24], we introduce some notation and
conditions. For any locally square-integrable martingales M , N , M ′, N ′ and any α, β, α′, β′ ∈ Φ, let

V iji
′j′

α,β;α′,β′(M,N ;M ′, N ′)t

:=⟨M̄α(Î)i, M̄ ′
α′(Î)i

′
⟩t⟨N̄β(Ĵ )j , N̄ ′

β′(Ĵ )j
′
⟩t + ⟨M̄α(Î)i, N̄ ′

β′(Ĵ )j
′
⟩t⟨M̄ ′

α′(Î)i
′
, N̄β(Ĵ )j⟩t.

Then we introduce the following condition:

[B2] For any M,M ′ ∈ {X,EX ,ZX}, any N,N ′ ∈ {Y,EY ,ZY } and any α, β, α′, β′ ∈ Φ,

b−1/2
n

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ⟨L̄ijα,β(M,N), L̄i
′j′

α′,β′(M
′, N ′)⟩t

=b−1/2
n

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • V iji
′j′

α,β;α′,β′(M,N ;M ′, N ′)t + op
(
k4n
)

as n→ ∞ for every t ∈ R+.
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Let

V̄ n,1t =
1

ψ4
HY

∑
p,q

ψg,g

(
q − p

kn

)2 {
[X](Îp)t[Y ](Ĵq)t + [X,Y ](Îp)t[X,Y ](Ĵq)t

}
,

V̄ n,2t =
1

(ψHY kn)4

∑
p,q

ψg′,g′

(
q − p

kn

)2 {(
Ψ11
Ŝp + b−1

n [ZX ](Ǐp)t

)(
Ψ22
T̂ q + b−1

n [ZY ](J̌q)t

)
+
(
Ψ12
Rp1{Ŝp=T̂p≤t} + b−1

n [ZX ,ZY ](Îp)t

)(
Ψ12
Rq1{Ŝq=T̂ q≤t} + b−1

n [ZX ,ZY ](Ĵq)t

)}
,

V̄ n,3t =
1

ψ4
HY k

2
n

∑
p,q

ψg,g′

(
q − p

kn

)2 {
[X](Îp)t

(
Ψ22
T̂ q1{T̂ q≤t} + b−1

n [ZY ](J̌q)t

)
− b−1

n [X,ZY ](J̌p)t[X,Z
Y ](J̌q)t

}
,

V̄ n,4t =
1

ψ4
HY k

2
n

∑
p,q

ψg,g′

(
q − p

kn

)2 {
[Y ](Ĵq)t

(
Ψ11
Ŝp1{Ŝp≤t} + b−1

n [ZX ](Ǐp)t

)
− b−1

n [Y, ZX ](Ǐp)t[Y, Z
X ](Ǐq)t

}
and

V̄ n,12t =
b−1
n

ψ4
HY k

2
n

∑
p,q

ψg′,g′

(
q − p

kn

)
ψg,g

(
q − p

kn

)
{[ZX , X](Ǐp)t[Z

Y , Y ](J̌q)t + [ZX , Y ](Ǐp)t[X,Z
Y ](J̌q)t},

V̄ n,34t =
1

ψ4
HY k

2
n

∑
p,q

ψg,g′

(
q − p

kn

)2 {
− b−1

n [X,ZX ](Ǐp)t[Z
Y , Y ](J̌q)t

+ [X,Y ](Îp)t

(
Ψ12
Rq1{Ŝq=T̂ q≤t} + b−1

n [ZX ,ZY ](Ĵp)t)
)}

,

and set V̄ nt =
∑4
l=1 V̄

n,l
t +2(V̄ n,12t + V̄ n,34t ). Then we have the following proposition, which enables us to work with

V̄ n, a more tractable process than Vn. The proof is given in Section 9.

Proposition 4.2. Suppose that [A4], [C1]-[C3] and [B2] hold. Suppose also that Ψ is càdlàg and quasi-left contin-

uous. Then Vn
t = V̄ nt + op(b

1/2
n ) as n→ ∞ for all t ∈ R+.

We modify [A1∗].

[A1] There exists an F-adapted, nondecreasing, continuous process (Vt)t∈R+ such that b
−1/2
n V̄ nt → Vt as n → ∞

for every t.

By Proposition 4.2, we can rephrase Proposition 4.1 as follows.

Proposition 4.3. Suppose that [A1], [A4], [B1], [B2], [C1]-[C3], [N] and [W] for V in [A1] are satisfied. Then [SC]
holds.

The condition [W] for V in [A1] can be checked by the following lemma, which is proved in Section 10.

Lemma 4.6. Suppose that [A1′](i)-(iii), [A3], [A4] and [C2] hold. Suppose also that Ψ is càdlàg and adapted to Hn

for every n. Then

(a) b
−1/2
n

∑∞
p,q=1 ψg,g

(
q−p
kn

)2
⟨X⟩(Îp)t⟨Y ⟩(Ĵq)t →p θκ

∫ t
0
⟨X⟩′s⟨Y ⟩′sGsds,

(b) b
−1/2
n

∑∞
p,q=1 ψg,g

(
q−p
kn

)2
⟨X,Y ⟩(Îp)t⟨X,Y ⟩(Ĵq)t →p θκ

∫ t
0
(⟨X,Y ⟩′s)2Gsds,

(c) b
−1/2
n

1
k4n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)2
Ψ11
Ŝp
Ψ22
T̂ q

1{Ŝp∨T̂ q≤t} →p θ−3κ̃
∫ t
0
Ψ11
s Ψ22

s G
−1
s ds,

(d) b
−1/2
n

1
k4n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)2
Ψ12
Ŝp
1{Ŝp=T̂p≤t}Ψ

21
T̂ q

1{Ŝq=T̂ q≤t} →p θ−3κ̃
∫ t
0

(
Ψ12
s χs

)2
G−1
s ds,

(e) b
−1/2
n

1
k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
⟨X⟩(Îp)tΨ22

T̂ q
1{T̂ q≤t} →p θ−1κ

∫ t
0
⟨X⟩′sΨ22

s ds,

(f) b
−1/2
n

1
k2n

∑∞
p,q=1 ψg,g′

(
p−q
kn

)2
⟨Y ⟩(Ĵq)tΨ11

Ŝp
1{Ŝp≤t} →p θ−1κ

∫ t
0
⟨Y ⟩′sΨ11

s ds

(g) b
−1/2
n

1
k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
⟨X,Y ⟩(Îp)tΨ12

Rq1{Ŝq=T̂ q≤t} →p θ−1κ
∫ t
0
⟨X,Y ⟩′sΨ12

s χsds

as n→ ∞ for every t. Furthermore, if [A1′](iv)-(v) hold in addition to the above assumption, then
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(h) b
−1/2
n

b−2
n

k4n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)2
[ZX ](Ǐp)t[Z

Y ](J̌q)t →p θ−3κ̃
∫ t
0
[ZX ]′s[Z

Y ]′sF
1
s F

2
sG

−1
s ds,

(i) b
−1/2
n

b−2
n

k4n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)2
[ZX ,ZY ](Îp)t[Z

X ,ZY ](Ĵq)t →p θ−3κ̃
∫ t
0
([ZX , ZY ]′sF

1∗2
s )2G−1

s ds,

(j) b
−1/2
n

b−1
n

k4n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)2
Ψ11
Ŝp
1{Ŝp≤t}[Z

Y ](J̌q)t →p θ−3κ̃
∫ t
0
Ψ11
s [ZY ]′sF

2
sG

−1
s ds,

(k) b
−1/2
n

b−1
n

k4n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)2
[ZX ](Ǐp)tΨ

22
T̂ q

1{T̂ q≤t} →p θ−3κ̃
∫ t
0
[ZX ]′sΨ

22
s F

1
sG

−1
s ds,

(l) b
−1/2
n

b−1
n

k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
[X](Îp)t[Z

Y ](J̌q)t →p θ−1κ
∫ t
0
[X]′s[Z

Y ]′sF
2
s ds,

(m) b
−1/2
n

b−1
n

k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
[ZX ](Ǐp)t[Y ](Ĵq)t →p θ−1κ

∫ t
0
[ZX ]′s[Y ]′sF

1
s ds,

(n) b
−1/2
n

b−1
n

k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
[X,ZY ](J̌p)t[X,Z

Y ](J̌q)t →p θ−1κ
∫ t
0
([X,ZY ]′sF

2
s )

2G−1
s ds,

(o) b
−1/2
n

b−1
n

k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
[ZX , Y ](Ǐp)t[Z

X , Y ](Ǐq)t →p θ−1κ
∫ t
0
([ZX , Y ]′sF

1
s )

2G−1
s ds,

(p) b
−1/2
n

b−1
n
k2
n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)
ψg,g

(
q−p
kn

)
[ZX , X](Ǐp)t[Z

Y , Y ](J̌q)t →p θ−1κ
∫ t

0
[ZX , X]′s[Z

Y , Y ]′sF
1
s F

2
sG

−1
s ds,

(q) b
−1/2
n

b−1
n
k2
n

∑∞
p,q=1 ψg′,g′

(
q−p
kn

)
ψg,g

(
q−p
kn

)
[ZX , Y ](Ǐp)t[X,Z

Y ](J̌q)t →p θ−1κ
∫ t

0
[ZX , Y ]′s[X,Z

Y ]′sF
1
s F

2
sG

−1
s ds,

(r) b
−1/2
n

b−1
n

k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)
[X,ZX ](Ǐp)t[Z

Y , Y ](J̌q)t →p θ−1κ
∫ t
0
[X,ZX ]′s[Y, Z

Y ]′sF
1
s F

2
sG

−1
s ds,

(s) b
−1/2
n

b−1
n

k2n

∑∞
p,q=1 ψg,g′

(
q−p
kn

)2
[X,Y ](Îp)t[Z

X ,ZY ](Ĵq)t →p θ−1κ
∫ t
0
[X,Y ]′s[Z

X , ZY ]′sF
1∗2
s ds

as n→ ∞ for every t.

The following proposition, which is an analog to Proposition 5.1 in [24], gives a sufficient condition for [B2]. The
proof is given in Section 11.

Proposition 4.4. [B2] holds true under [A2]-[A4], [N] and [C3].

It still remains to check the asymptotic orthogonality condition [B1]. However, it will be shown that it is the
same kind of task as solving [B2]. This phenomenon is also seen in [24].

Theorem 4.1. Suppose that X, Y , ZX and ZY are continuous semimartingales given by (3.1).

(a) If [A1]-[A6], [N], [C3] and [W] are satisfied, then [SC] holds.
(b) If ZX = ZY = 0, [A1′](i)-(iii), [A2]-[A6] and [N] are satisfied, then [SC] holds for w given by (3.7).
(c) If [A1′], [A2]-[A6] and [N] are satisfied, then [SC] holds for w given by (3.8).

It is worthy of remark that neither [A5] nor [A6] is necessary for local martingales as seen in [24].

Theorem 4.2. Suppose that X, Y , ZX and ZY are continuous local martingales.

(a) If [A1]-[A4], [N], [C3] and [W] are satisfied, then [SC] holds.
(b) If ZX = ZY = 0, [A1′](i)-(iii), [A2]-[A4] and [N] are satisfied, then [SC] holds for w given by (3.7).
(c) If [A1′], [A2]-[A4] and [N] are satisfied, then [SC] holds for w given by (3.8).

Theorem 4.1 and 4.2 are proved in Section 12.

Proof of Theorem 3.1. The desired result follows from Lemma 4.2 and Theorem 4.1(b) and (c).

5 Some related topics for statistical application

5.1 Consistency

In order to obtain our main theorem, we need to impose a kind of predictability such as [A2] on the sampling
scheme. In fact, it is still an active research area to seek asymptotic theories of estimators for volatility-type
quantities when sampling scheme is random and depends on observed processes even if neither nonsynchronicity
nor microstructure noise is present; See [17] and [32] for instance. Such a situation, however, dramatically changes
when we restrict our attention to the consistency of the estimators. As is well known, the classical realized covariance
is a consistent estimator for the integrated covariance whenever the sampling scheme consists of stopping times and
the mesh size of sampling times tends to 0. Furthermore, Hayashi and Kusuoka [21] verified such a result for the
Hayashi-Yoshida estimator in the presence of the nonsynchronicity of the sampling scheme. The following theorem,
which is a by-product of Lemma 4.2, tells us such a result is still valid for our estimator:
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Theorem 5.1. Suppose (2.3) and [C1]-[C3] are satisfied. Then P̂HY (X,Y)n
ucp−−→ [X,Y ] as n→ ∞, provided that

ξ′ > 1/2.

The proof is given in Section 13.

5.2 Poisson sampling with a random change point

As an illustrative example of sampling scheme satisfying the conditions [A1′], [A2], [A4] and [A6], we shall
discuss a Poisson sampling with a random change point, which was also discussed in [24].

First we construct the stochastic basis B(0) which is appropriate for the present situation. Let (Ω′,F ′, (F ′
t), P

′)
be a stochastic basis, and suppose that the semimartingalesX, Y , ZX and ZY are defined on this basis. Suppose also
that Ψ is (F ′

t)-adapted. Furthermore, on an auxiliary probability space (Ω′′,F ′′, P ′′), there are mutually independent

standard Poisson processes (Nk
t ), (N

k

t ) (k = 1, 2). Then we construct B(0) = (Ω(0),F (0),F(0) = (F (0)
t )t∈R+ , P

(0))
by

Ω(0) = Ω′ × Ω′′, F (0) = F ′ ⊗F ′′, F (0)
t = F ′

t ⊗F ′′, P (0) = P ′ × P ′′.

Next we construct our sampling schemes. For each k = 1, 2, let pk, pk ∈ (0,∞) and let τk be an (F ′
t)-stopping

time. Define (Si) and (S
i
) each as the arrival times of the point processes Nn,1 = (N1

np1t) and N
n,1

= (N
1

np1t)

respectively. Let η ∈ (0, 12 ) and set τ1n = τ1 + n−η. Then, we define (Si) sequentially by S0 = 0 and

Si = inf
l,m∈N

{
Sl{Si−1<Sl<τ1

n}
, (τ1n + S

m
){Si−1<τ1

n+S
m}

}
, i = 1, 2, . . . .

Here, for a stopping time T with respect to filtration (Ft) and a set A ∈ FT , we define TA by TA(ω) = T (ω) if ω ∈ A;

TA(ω) = ∞ otherwise. (T j) is defined in the same way using Nn,2 = (N2
np2t), N

n,2
= (N

2

np2t) and τ
2
n = τ2 + n−η

instead of Nn,1, N
n,1

and τ1n respectively.
Now we verify the conditions [A1′], [A2], [A4] and [A6]. First, [A6] is obviously satisfied. Next, [A2] can be

verified with ξ = η+1/2 in a similar manner to the proof of Lemma 8.1 of [24]. Moreover, since rn(t) = Op(log n/n)
as n → ∞ for any t > 0 by Corollary 1 in [41], (2.3) holds for any ξ′ ∈ (0, 1), hence [A4] holds true. Finally, let
Hn be the filtration generated by the σ-field F ′ and the processes Nn,1 and Nn,2. Then [A1′] is verified by the
following proposition.

Proposition 5.1. We have [A1′] with χ ≡ 0 and

Gs =

(
1

p1
+

1

p2
− 1

p1 + p2

)
1{s<τ1∧τ2} +

(
1

p1
+

1

p2
− 1

p1 + p2

)
1{τ1≤s<τ2}+(

1

p1
+

1

p2
− 1

p1 + p2

)
1{τ2≤s<τ1} +

(
1

p1
+

1

p2
− 1

p1 + p2

)
1{τ1∨τ2≤s}, (5.1)

F 1
s =

1

p1
1{s<τ1} +

1

p1
1{τ1≤s}, F 2

s =
1

p2
1{s<τ2} +

1

p2
1{τ2≤s},

F 1∗2
s =

2

p1 + p2
1{s<τ1∧τ2} +

2

p1 + p2
1{τ1≤s<τ2} +

2

p1 + p2
1{τ2≤s<τ1} +

2

p1 + p2
1{τ1∨τ2≤s}.

 (5.2)

Proof. First, it is evident that [A1′](ii)-(iii) and (v) with χ ≡ 0 hold true.

Next, let λ1, λ2 ∈ (0,∞), and consider a Poisson process (Ñt) with intensity λ1 + λ2. Moreover, let (ηk)k∈N be

an i.i.d. random variables independent of Ñ with P (η1 = 1) = 1−P (η1 = 0) = λ1/(λ1+λ2), and set Ñ1
t =

∑Ñn
t

k=1 ηk
and Ñ2

t = Ñt − Ñ1
t . Then, a short calculation shows that for each k = 1, 2 Ñk is a Poisson process with intensity

λk. Furthermore, Theorem 2 in [10] implies that Ñ1 and Ñ2 are independent. Using this fact, we can show that
G(1)nRk−1 = GnRk−1 for any k ∈ N−N 0

n . Here, G
n denotes the process defined by the right hand of (5.1) with τ1 and

τ2 replaced by τ1n and τ2n, and N 0
n = {k|Rk−1 ≤ τ1n < Rk} ∪ {k|Rk−1 ≤ τ2n < Rk}. Since #N 0

n ≤ 2 and Gn
Sk.p.−−−→ G

as n→ ∞, we conclude that [A1′](i) with (5.1) holds true.

Finally, if Rk = Ŝk, we have Šk+1 = Rk and T̂ k ≤ Ť k+1 < Rk, hence we have Ǐk+1 ∩ J̌k = ∅ and Šk ∨ Ť k+1 <
Ŝk ∧ T̂ k+1. Similarly we have Ǐk ∩ J̌k+1 = ∅ and Šk+1 ∨ Ť k < Ŝk+1 ∧ T̂ k if Rk = T̂ k. Combining these facts with
an argument similar to the above, we can also show that [A1′](iv) with (5.2) holds true, hence we complete the
proof.
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5.3 A round-off error model

In this subsection we illustrate an example of the microstructure noise model involving rounding effects. It is a
version of Example 2 in [27]. The round off error is known as one of the sources of the Epps effect; see [35].

In the remainder of this subsection, we assume that ZX = ZY = 0. Suppose that the observation data is given
as follows:

XSi = γX⌈(XSi + uXi )/γX⌋, YT j = γY ⌈(YT j + uYj )/γ
Y ⌋. (5.3)

Here, γX , γY > 0, (uXi ) and (uYj ) are mutually independent i.i.d. sequences of random variables independent of X
and Y , and for a real number x we denote by ⌈x⌋ the unique integer a such that a− 1/2 ≤ x < a+ 1/2. Suppose
that uXi and uYj each are uniform over [−γX/2, γX/2] and [−γY /2, γY /2] respectively. Then, this model can be

accommodated to our framework in the following way: For a real number x, let µXx be the Bernoulli distribution
taking values γX(δXx + sign(−δXx )) and γXδXx with probabilities |δXx | and 1 − |δXx |, where δXx = ⌈x/γX⌋ − x/γX

and sign(a) is equal to 1 if a ≥ 0 and −1 otherwise. Similarly we define µYx with replacing X by Y . After that,
we define Qt(ω

(0),dxdy) = µX
Xt(ω(0))

(dx)µY
Yt(ω(0))

(dy). We can easily confirm (2.1) and (5.3). Moreover, since the

function x 7→ ⌈x⌋ − x is Lipschitz, the condition [N] holds if we have [C1].

6 Proof of Lemma 4.2

Throughout this section, we fix a constant γ such that γ < ξ′ − 1/2. First note that for the proof we can use
a localization procedure, and which allows us to systematically replace the conditions [C1]-[C3] by the following
strengthened versions:

[SC1] [C1] holds, and (AX)′, (AY )′, (AX)′, (AY )′ and [V,W ]′ for each V,W = X,Y, ZX , ZY are bounded.
[SC2] (

∫
|z|2Qt(dz))t∈R+ is a bounded process.

[SC3] There is a positive constant K such that bnNn(t) ≤ K for all n and t.

We write r̄n = bξ
′

n . Next, let υn = inf{t|rn(t) > r̄n}, and define a sequence (S̃i)i∈Z+ sequentially by

S̃i =

{
Si if Si < υn,

S̃i−1 + r̄n otherwise.

Then, (S̃i) is obviously a sequence of F(0)-stopping times satisfying (2.2) and supi∈N(S̃
i− S̃i−1) ≤ r̄n. Furthermore,

for any t > 0 we have P (
∩
i{S̃i ∧ t ̸= Si ∧ t}) ≤ P (υn < t) → 0 as n → ∞ by (2.3). By replacing (Si) with (T j),

we can construct a sequence (T̃ j) in a similar manner. This argument implies that we may also assume that

sup
t∈R+

rn(t) ≤ r̄n (6.1)

by an appropriate localization procedure.
Set ∆(g)np = gnp+1 − gnp for every n, p. For a process V = (Vt)t∈R+ , let

Ṽg(Î)it =
kn−1∑
p=0

kn∆(g)npV (Îi+p)t, Ṽg(Ĵ )jt =

kn−1∑
q=0

kn∆(g)nq V (Ĵj+q)t

for each t ∈ R+ and i, j ∈ N.

Lemma 6.1. Suppose AX , AY , [X], [Y ], AX , AY , [ZX ] and [ZY ] are absolutely continuous with locally bounded
derivatives. Suppose also (6.1) holds. Then a.s. we have

lim sup
n→∞

sup
i∈N

|X̄g(Î)it|√
2knr̄n log

1
r̄n

≤ ∥g∥∞ sup
0≤s≤t

|[X]′s|, lim sup
n→∞

sup
i∈N

|Z̄Xg′ (Î)it|+ |Z̃Xg (Î)it|√
2knr̄n log

1
r̄n

≤ L sup
0≤s≤t

|[ZX ]′s|, (6.2)

lim sup
n→∞

sup
j∈N

|Ȳg(Ĵ )jt |√
2knr̄n log

1
r̄n

≤ ∥g∥∞ sup
0≤s≤t

|[Y ]′s|, lim sup
n→∞

sup
j∈N

|Z̄Yg′(Ĵ )jt |+ |Z̃Yg (Ĵ )jt |√
2knr̄n log

1
r̄n

≤ L sup
0≤s≤t

|[ZY ]′s| (6.3)

for any t > 0, where L is a positive constant which only depends on g.
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Proof. Combining a representation of a continuous local martingale with Brownian motion and Lévy’s theorem on
the uniform modulus of continuity of Brownian motion, we obtain

lim sup
δ→+0

sup
s,u∈[0,t]
|s−u|≤δ

|Xs −Xu|√
2δ log 1

δ

≤ sup
0≤s≤t

|[X]′s|, lim sup
δ→+0

sup
s,u∈[0,t]
|s−u|≤δ

|ZXs − ZXu |√
2δ log 1

δ

≤ sup
0≤s≤t

|[ZX ]′s|.

Since X̄g(Î)it = −
∑kn−1
p=0 ∆(g)np (XŜi+p∧t − XŜi∧t) and |∆(g)np | ≤ 1

kn
∥g∥∞, we obtain the first inequality in (6.2).

On the other hand, since Abel’s partial summation formula yields Z̄Xg′ (Î)it =
∑kn−1
p=0 kn{(g′)np+1 − (g′)np}(ZXŜi+p∧t

−
ZX
Ŝi−1∧t

) and Z̃Xg (Î)it =
∑kn−1
p=0 kn{∆(g)np+1−∆(g)np}(ZXŜi+p∧t

−ZX
Ŝi−1∧t

), and ∆(g)np+1−∆(g)np = −
∫ (p+1)/kn
p/kn

{g′(x+
1/kn)− g′(x)}dx, the piecewise Lipschitz continuity of g′ implies the second inequality in (6.2).

By symmetry we also obtain (6.3).

We can strengthen Lemma 6.1 by a localization if we assume that (6.1) and [SC1] hold, so that in the remainder
of this section we always assume that we have a positive constant K and a positive integer n0 such that

sup
i∈N

|X̄g(Î)it(ω)|+ |Z̄Xg′ (Î)it(ω)|+ |Z̃Xg (Î)it(ω)|√
2knr̄n| log bn|

+ sup
j∈N

|Ȳg(Ĵ )jt (ω)|+ |Z̄Yg′(Ĵ )jt (ω)|+ |Z̃Yg (Ĵ )jt (ω)|√
2knr̄n| log bn|

≤ K (6.4)

for all t > 0 and ω ∈ Ω if n ≥ n0. Moreover, we only consider sufficiently large n such that n ≥ n0.
Let

It :=
1

(ψHY kn)2

∞∑
i,j=1

X̄g(Î)itȲg(Ĵ )jtK̄
ij
t , IIt :=

1

(ψHY kn)2

∞∑
i,j=1

ŨXg (Î)itŨYg (Ĵ )jtK̄
ij
t ,

IIIt :=
1

(ψHY kn)2

∞∑
i,j=1

X̄g(Î)itŨYg (Ĵ )jtK̄
ij
t , IVt :=

1

(ψHY kn)2

∞∑
i,j=1

ŨXg (Î)itȲg(Ĵ )jtK̄
ij
t .

The following lemma tells us that the edge effects are negligible. Throughout the discussions, for (random)
sequences (xn) and (yn), xn ≲ yn means that there exists a (non-random) constant C ∈ [0,∞) such that xn ≤ Cyn
for large n. We denote by E0 a conditional expectation given F (0), i.e. E0[·] := E[·|F (0)].

Lemma 6.2. Suppose that [SC1]-[SC3] and (6.1) are satisfied. Then we have b−γn {P̂HY (X,Y)n − (I + II + III +

IV)} ucp−−→ 0 as n→ ∞.

Proof. We can rewrite P̂HY (X,Y)nt and It + IIt + IIIt + IVt as

P̂HY (X,Y)nt

=
1

(ψHY kn)2

[ ∞∑
i,j=1

X̄g(Î)itȲg(Ĵ )jtK̄
ij
t 1{Ŝi+kn∨T̂ j+kn≤t} +

∑
i,j:i=0 or j=0

X̄(Î)iȲ(Ĵ )jK̄ij1{Ŝi+kn∨T̂ j+kn≤t}

]

and

It + IIt + IIIt + IVt =
1

(ψHY kn)2

∞∑
i,j=1

X̄g(Î)itȲg(Ĵ )jtK̄
ij
t 1{Ŝi∨T̂ j≤t},

where X̄g(Î)it = X̄g(Î)it+ ŨXg (Î)it and Ȳg(Ĵ )jt = Ȳg(Ĵ )jt + ŨYg (Ĵ )jt . hence we can decompose the target quantity as

(It + IIt + IIIt + IVt)− P̂HY (X,Y)nt

=
1

(ψHY kn)2

[ ∞∑
i,j=1

X̄g(Î)itȲg(Ĵ )jtK̄
ij
t 1{Ŝi∨T̂ j≤t<Ŝi+kn∨T̂ j+kn} −

∞∑
i=1

X̄g(Î)itȲ(Ĵ )0K̄i0
t 1{Ŝi+kn∨T̂kn≤t}

−
∞∑
j=1

X̄(Î)0Ȳg(Ĵ )jtK̄
0j
t 1{Ŝkn∨T̂ j+kn≤t} − X̄(Î)0Ȳ(Ĵ )01{Ŝkn∨T̂kn≤t}

]
=:A1,t +A2,t +A3,t ++A4,t.
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Consider A1,t. The Schwarz inequality yields

E0

[
sup

0≤s≤t
|A1,s|

]
≤ 1

(ψHY kn)2
sup

0≤s≤t

∞∑
i,j=1

{
E0

[
sup

0≤u≤t

∣∣∣X̄g(Î)iu∣∣∣2]E0

[
sup

0≤u≤t

∣∣∣Ȳg(Ĵ )ju

∣∣∣2]}1/2

K̄ij
s 1{Ŝi∨T̂ j≤s<Ŝi+kn∨T̂ j+kn}.

Since both EX and EY are martingales on (Ω(1),F (1),F(1), Q(ω(0),dz)) for each ω(0), we have

E0

[
sup

0≤u≤t

∣∣∣ẼXg (Î)iu
∣∣∣2] ≲ k−1

n , E0

[
sup

0≤u≤t

∣∣∣ẼYg (Ĵ )ju

∣∣∣2] ≲ k−1
n (6.5)

by the Doob inequality and [SC2]. Combining this with (6.4), we obtain

E0

[
sup

0≤s≤t
|A1,s|

]
≲ r̄n| log bn|

kn
sup

0≤s≤t

∞∑
i,j=1

K̄ij
s 1{Ŝi∨T̂ j≤s<Ŝi+kn∨T̂ j+kn} ≲ knr̄n| log bn|,

and thus we conclude that b−γn sup0≤s≤t |A1,s| →p 0 as n→ ∞.
Similarly we can show that b−γn sup0≤s≤t |Al,s| →p 0 as n → ∞ for l = 2, 3, 4. After all, we complete the proof

of lemma.

We define the processes MX , MY , AX and AY as follows:

MX = −I− •MX , MY = −J− •MY , AX = −I− •AX , AY = −J− •AY .

Let K̂pq
t = 1{Îp(t)∩Ĵq(t) ̸=∅} for each p, q, t. Then Proposition 2.1 yields

∞∑
q=1

K̂pq
t ≤ 3,

∞∑
p=1

K̂pq
t ≤ 3 (6.6)

for every p, q, t. Furthermore, we have the following result:

Lemma 6.3. Suppose that [SC1]-[SC3] and (6.1) are satisfied. Then we have

sup
0≤s≤t

∣∣∣∣∣∣
∞∑

i,j=1

K̄ij
s

kn−1∑
p,q=0

αnpβ
n
q L(V,W )i+p,j+qs K̂i+p,j+q

s

∣∣∣∣∣∣ = op(k
2
n · bγn) (6.7)

as n → ∞ for any α, β ∈ Φ, V ∈ {MX ,EX ,MX , AX ,AX}, W ∈ {MY ,EY ,MY , AY ,AY } and t > 0, where

L(V,W )pqt = V (Îp)− •W (Ĵq)t +W (Ĵq)− • V (Îp)t for each p, q, t.

Proof. First, by a localization procedure based on a representation of a continuous local martingale with Brownian
motion and Lévy’s theorem on the uniform modulus of continuity of Brownian motion, we may assume that there
exist positive constants K and δ0 such that

sup
s,u∈[0,t]
|s−u|≤δ

|MX
s −MX

u |+ |MY
s −MY

u |+ |LXs − LXu |+ |LYs − LYu |√
2δ| log δ|

≤ K (6.8)

whenever 0 < δ < δ0. Moreover, we only consider sufficiently large n such that r̄n < δ0.
First we consider the case that V ∈ {MX ,EX ,MX} and W ∈ {MY ,EY ,MY }. when 1 ≤ p ≤ kn − 1 and

1 ≤ q ≤ kn − 1, we have Ŝi ∨ T̂ j ≤ Ŝi+p−1 ∨ T̂ j+q−1 < Ŝi+p ∧ T̂ j+q ≤ Ŝi+kn ∧ T̂ j+kn on {Îp ∩ Ĵq ̸= ∅}, hence we
can decompose the target quantity as

∞∑
i,j=1

K̄ij
s

kn−1∑
p,q=0

αnpβ
n
q L(V,W )i+p,j+qs K̂i+p,j+q

s

=
∞∑

i,j=1

{∑
p,q>0

+
∑

p=0 or q=0

K̄ij
s

}
αnpβ

n
q L(V,W )i+p,j+qs K̂i+p,j+q

s =: A1,s + A2,s.
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Consider A1,s first. By an argument similar to the proof of Lemma 4.3, we can rewrite it as

A1,s =
∞∑

i,j=1

kn−1∑
p,q=1

αnpβ
n
q K̂

i+p,j+q
− • L(V,W )i+p,j+qs ,

and thus A1,· is a locally square-integrable martingale because both V and W are locally square-integrable mar-
tingales. Therefore, it is sufficient to prove ⟨A1,·⟩s = op(b

2γ
n · k4n) as n → ∞ for any s > 0 due to the Lenglart

inequality. Since

A1,s =
∞∑

p,q=1

 p−1∑
i=(p−kn+1)∨1

q−1∑
j=(q−kn+1)∨1

αnp−iβ
n
q−j

 K̂p,q
− • L(V,W )p,qs ,

we have

⟨A1,·⟩s ≲ k4n

[ ∞∑
p,p′,q=1

K̂pq
− K̂p′q

− •
{
V (Îp)−V (Îp

′
)− • ⟨W ⟩(Ĵq)

}
s
+

∞∑
p,q,q′=1

K̂pq
− K̂pq′

− •
{
W (Ĵq)−W (Ĵq

′
)− • ⟨V ⟩(Îp)

}
s

]
=: I+ II.

If V ̸= EX or W ̸= EY , (6.8), [SC2], the Schwarz inequality and (6.6) yield

E0 [I] ≲ k4nr̄n| log bn|E0 [⟨W ⟩s] .

On the other hand, since EX(Îp)tE
X(Îp

′
)t = k−2

n ϵX
Ŝp
ϵX
Ŝp′1{Ŝp∨p′≤t} and [EY ](Ĵq)t = k−2

n (ϵY
T̂ q

)21{T̂ q≤t}, we have

EX(Îp)−E
X(Îp

′
)− • [EY ](Ĵq)s = k−4

n ϵX
Ŝpϵ

X
Ŝp′ (ϵ

Y
T̂ q )

21{Ŝp∨p′<T̂ q≤t}. (6.9)

Therefore, [SC2]-[SC3], the Schwarz inequality and (6.6) yield

E0

 ∞∑
p,p′,q=1

K̂pq
− K̂p′q

− •
{
EX(Îp)−E

X(Îp
′
)− • [EX ](Ĵq)

}
s

 ≲ k−2
n .

Note that Proposition 4.50 in [29], [SC1]-[SC3] and the above estimates imply that I = op(k
4
nr̄n). By symmetry

we also obtain II = op(k
4
nr̄n). Consequently, we conclude that ⟨A1,·⟩s = op(b

2γ
n · k4n) because ξ′/2 − (ξ′ − 1/2) =

(1− ξ′)/2 > 0.

Next consider A2,s. Since integration by parts yields L(V,W )i+p,j+qs = V (Îi+p)sW (Ĵj+q)s− Îi+p− Ĵj+q− • [V,W ]s,
(6.8), [SC1]-[SC3], the Schwarz inequality and (6.6) imply that

E0

[
sup

0≤s≤t
|A2,s|

]
≲ r̄n| log bn|

∞∑
i,j=1

∑
0≤p,q≤kn−1
p=0 or q=0

K̂i+p,j+q
t ≲ r̄n| log bn| · knb−1

n = k2n · bξ
′−1/2
n | log bn|.

Hence we obtain sup0≤s≤t |A2,s| = op(k
2
n · bγn). Consequently, we conclude that (6.7).

Next we consider the case that V ∈ {AX ,AX}. Since integration by parts yields

L(V,W )i+p,j+qs = V (Îi+p)sW (Ĵj+q)s,

(6.8), [SC1]-[SC3], the Schwarz inequality and (6.6) imply that

E0

 sup
0≤s≤t

∣∣∣∣∣∣
∞∑

i,j=1

K̄ij
s

kn−1∑
p,q=0

αnpβ
n
q L(V,W )i+p,j+qs K̂i+p,j+q

s

∣∣∣∣∣∣
 ≲

√
r̄n| log bn|

∞∑
i,j=1

kn−1∑
p,q=0

K̂i+p,j+q
t |Îi+p(t)|

≲bξ′/2n

√
| log bn| · k2n.

Since ξ′/2 > ξ′ − 1/2, we conclude that (6.7). By symmetry we also obtain (6.7) in the case that W ∈ {AY ,AY }.
Consequently, we complete the proof of the lemma.
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Lemma 6.4. Suppose that (6.1) and [SC1]-[SC3] are satisfied. Then

(a) b−γn {I− [X,Y ]−M(1)n} ucp−−→ 0, (b) b−γn {II−M(2)n} ucp−−→ 0,

(c) b−γn {III−M(3)n} ucp−−→ 0, (d) b−γn {IV −M(4)n} ucp−−→ 0

as n→ ∞.

Proof. (a) By integration by parts we have

It −M(1)nt =
1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t [X̄g(Î)i, Ȳg(Ĵ )j ]t.

Since

[X̄g(Î)i, Ȳg(Ĵ )j ]t =

kn−1∑
p,q=0

gnp g
n
q (Î

i+p
− Ĵj+q− ) • [X,Y ]t =

i+kn−1∑
p=i

j+kn−1∑
q=i

gnp−ig
n
q−j(Î

p
−Ĵ

q
−) • [X,Y ]t,

we obtain

It −M(1)nt =
1

(ψHY kn)2

∞∑
p,q=1

 p∑
i=(p−kn+1)∨1

q∑
j=(q−kn+1)∨1

gnp−ig
n
q−jK̄

ij
t

 (Îp−Ĵ
q
−) • [X,Y ]t.

On {Îp ∩ Ĵq ̸= ∅} we have Ŝp−1 < T̂ q and T̂ q−1 < Ŝp, hence for i ∈ {(p − kn + 1) ∨ 1, . . . , p − 1} and j ∈
{(q− kn+1)∨ 1, . . . , q− 1} we have Ŝi < T̂ j+kn−1 and T̂ j < Ŝi+kn−1, so that K̄ij = 1. Therefore, for p, q ≥ kn we
have

p∑
i=(p−kn+1)∨1

q∑
j=(q−kn+1)∨1

gnp−ig
n
q−jK̄

ij
t =

(
kn−1∑
i=1

gni

)2

on {Îp ∩ Ĵq ̸= ∅} because g(0) = 0. Since (Îp−Ĵ
q
−) • [X,Y ]t = 1{Îp∩Ĵq ̸=∅}(Î

p
−Ĵ

q
−) • [X,Y ]t, we obtain

It −M(1)nt

=
1

(ψHY kn)2

[(
kn−1∑
i=1

gni

)2 ∞∑
p,q=kn

1{Îp∩Ĵq ̸=∅}(Î
p
−Ĵ

q
−) • [X,Y ]t

+
∑

p,q:p∧q<kn

 p∑
i=(p−kn+1)∨1

q∑
j=(q−kn+1)∨1

gnp−ig
n
q−jK̄

ij
t

 1{Îp∩Ĵq ̸=∅}(Î
p
−Ĵ

q
−) • [X,Y ]t

]
=:B1,t +B2,t.

Since 1
(ψHY kn)2

(∑kn−1
i=1 gni

)2
= 1 +O(k−1

n ) by the Lipschitz continuity of g and

sup
0≤s≤t

∣∣∣∣∣∣
∞∑

p,q=kn

1{Îp∩Ĵq ̸=∅}(Î
p
−Ĵ

q
−) • [X,Y ]s − [X,Y ]s

∣∣∣∣∣∣ = Op (knr̄n) = op

(
b1/4n

)
by [SC1] and (6.1), we have sup0≤s≤t |B1,s−[X,Y ]s| = op(b

γ
n). Moreover, [SC1] and (6.1) also yield sup0≤s≤t |B2,s| =

op(b
γ
n). Consequently, we complete the proof of (a).
(b) Since

IIt =
1

(ψHY kn)2

∞∑
i,j=1

kn−1∑
p,q=0

kn∆(g)npkn∆(g)nqU
X(Îp)tU

Y (Ĵq)tK̄
ij
t

=
1

(ψHY kn)2

∞∑
p,q=1

p∑
i=(p−kn+1)∨1

q∑
j=(q−kn+1)∨1

kn∆(g)np−ikn∆(g)nq−jU
X(Îp)tU

Y (Ĵq)tK̄
ij
t ,
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we can decompose it as

IIt

=
1

(ψHY kn)2

{ ∑
p,q:p∧q≥kn

+
∑

p∧q<kn

 c̃(p, q)tK̂
pq
t UX(Îp)tU

Y (Ĵq)t +

∞∑
p,q=1

c̃(p, q)t(1− K̂pq
t )UX(Îp)tU

Y (Ĵq)t

}
=:II1,t + II2,t + II3,t,

where

c̃(p, q)t =

p∑
i=(p−kn+1)∨1

q∑
j=(q−kn+1)∨1

kn∆(g)np−ikn∆(g)nq−jK̄
ij
t .

When (p− kn+1)∨ 1 ≤ i ≤ p− 1 and (q− kn+1)∨ 1 ≤ j ≤ q− 1, we have Ŝi ∨ T̂ j ≤ Ŝp−1 ∨ T̂ q−1 < Ŝp ∨ T̂ q ≤
Ŝi+kn ∨ T̂ j+kn on {Îp ∩ Ĵq ̸= ∅}, hence we obtain

II1,t

=
1

(ψHY kn)2

∑
p,q:p∧q≥kn

(
p−1∑

i=(p−kn+1)∨1

q−1∑
j=(q−kn+1)∨1

kn∆(g)np−ikn∆(g)nq−j + (kn∆(g)n0 )
2K̄pq

t

+

q−1∑
j=(q−kn+1)∨1

kn∆(g)n0kn∆(g)nq−jK̄
pj
t +

p−1∑
i=(p−kn+1)∨1

kn∆(g)np−ikn∆(g)n0 K̄
iq
t

)
K̂pq
t UX(Îp)tU

Y (Ĵq)t.

Note that
∑v
w=(v−kn+1)∨1 ∆(g)nv−w =

∑kn−1
w=0 ∆(g)nw = g(1)− g(0) = 0 when v ≥ kn and g is Lipschitz continuous,

we have

|II1,t| ≲
1

kn

∑
p,q:p∧q≥kn

K̂pq
t |UX(Îp)tU

Y (Ĵq)t| ≲
1

kn

[∑
p

|UX(Îp)t|2 +
∑
q

|UY (Ĵq)t|2
]
,

hence we obtain E[sup0≤s≤t |II1,s|] ≲ k−1
n by the Doob inequality and [SC1]-[SC3]. Therefore, we conclude that

sup
0≤s≤t

|II1,s| = Op(b
1/2
n ). (6.10)

On the other hand, since g is Lipschitz continuous and (Îp ∩ Ĵq ̸= ∅) ⇒ (|p − q| ≤ 1) by Lemma 2.1(b),

we have |II2,t| ≲
∑kn
p=1 |UX(Îp)t|2 +

∑kn
q=1 |UY (Ĵq)t|2, hence the Doob inequality, [SC1]-[SC2] and (6.1) yield

E
[
sup0≤s≤t |II2,s|

]
≲ b

ξ′−1/2
n . Therefore, we obtain

sup
0≤s≤t

|II2,s| = op(b
γ
n). (6.11)

Now we estimate II3,t. Since

II3,t =
1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t

kn−1∑
p,q=0

kn∆(g)npkn∆(g)nqU
X(Îi+p)UY (Ĵj+q)t1{Îi+p∩Ĵj+q=∅},

we can decompose it as

II3,t =
1

(ψHY kn)2

∞∑
i,j=1

K̄ij
t

kn−1∑
p,q=0

{
(g′)np (g

′)nq + (g′)np∆
2(g)nq +∆2(g)np (g

′)nq +∆2(g)np∆
2(g)nq

}
× UX(Îi+p)tU

Y (Ĵj+q)t1{Îi+p∩Ĵj+q=∅}

=:II
(1)
3,t + II

(2)
3,t + II

(3)
3,t + II

(4)
3,t ,

where ∆2(g)np = kn∆(g)np − (g′)np .
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Consider II
(1)
3,t first. Integration by parts yields

UX(Îi+p)tU
Y (Ĵj+q)t1{Îi+p∩Ĵj+q=∅} = L(UX ,UY )i+p,j+qt 1{Îi+p∩Ĵj+q=∅},

hence we obtain sup0≤s≤t |II
(1)
3,s −M(2)ns | = op(b

γ
n) by Lemma 6.3 and linearity of integration.

Next we consider II
(2)
3,t . Since K̄

ij = 0 if |i− j| > kn due to Lemma 2.1(b), we have

sup
0≤s≤t

|II(2)3,s| ≤
1

(ψHY kn)2

∑
i,j:|i−j|≤kn

sup
0≤s≤t

∣∣∣∣∣
kn−1∑
p=0

(g′)npU
X(Îi+p)s

∣∣∣∣∣ sup
0≤s≤t

∣∣∣∣∣
kn−1∑
q=0

∆2(g)nqU
Y (Ĵj+q)s

∣∣∣∣∣ ,
hence the Schwarz inequality and the Doob inequality yield

E

[
sup

0≤s≤t
|II(2)3,s|

]

≤ 4

(ψHY kn)2

∑
i,j:|i−j|≤kn

{
kn−1∑
p=0

|(g′)np |2E[|UX(Îi+p)t|2]

}1/2{kn−1∑
q=0

|∆2(g)nq |2E[|UY (Ĵj+q)t|2]

}1/2

.

Since |∆2(g)nq | ≲ k−1
n because of the piecewise Lipschitz continuity of g′, we obtain

E

[
sup

0≤s≤t
|II(2)3,s|

]
≲ 1

k2n

∑
i

kn−1∑
p=0

E[|UX(Îi+p)t|2] +
∑
j

kn−1∑
q=0

E[|UY (Ĵj+q)t|2]

 ,

hence [SC1]-[SC3] imply that E
[
sup0≤s≤t |II

(2)
3,s|
]

≲ k−1
n . Consequently, we conclude that sup0≤s≤t |II

(2)
3,s| =

op(b
1/4
n ). Similarly we can show sup0≤s≤t |II

(3)
3,s| = op(b

1/4
n ) and sup0≤s≤t |II

(4)
3,s| = op(b

1/4
n ), and thus we conclude

that
b−γn {II3,· −M(2)n} ucp−−→ 0. (6.12)

Consequently, (6.10), (6.11) and (6.12) yield

b−γn {II−M(2)n} ucp−−→ 0 (6.13)

as n→ ∞.
(c) Note that

∑p−1
i=(p−kn+1)∨1

∑q−1
j=(q−kn+1)∨1 g

n
p−ikn∆(g)nq−j = 0 when p ∧ q ≥ kn, we can adopt an argument

similar to the proof of (b).
(d) Similar to the proof of (c).

Proof of Lemma 4.2. The claim of Lemma 4.2 follows immediately from Lemma 6.2 and 6.4.

7 Proof of Lemma 4.4

By a localization procedure, we may assume that [SC1]-[SC3] instead of [C1]-[C3] respectively.
We will follow the strategy used in [27] and [28]. Fix a t ∈ R+ and let N be the set of all square-integrable

martingales orthogonal to (X,Y, ZX , ZY ) and satisfying b
−1/4
n ⟨Mn, N⟩t →p 0 as n → ∞. Then N is a closed

subset of the Hilbert space M⊥
2 of all square-integrable martingales orthogonal to (X,Y, ZX , ZY ) by [A1∗] and the

Kunita-Watanabe inequality.
Let N be in the set N 0 of all square-integrable martingales on B(0) orthogonal to (X,Y, ZX , ZY ). Then it is

easy to check that ⟨EX , N⟩ = ⟨EY , N⟩ = 0. Hence we have ⟨Mn, N⟩ = 0 because N is orthogonal to (X,Y, ZX , ZY ),
so that N ∈ N . Consequently, we conclude that N 0 ⊂ N .

Let N be in the set N 1 of all square-integrable martingales having

N∞ = f(ϵt1 , . . . , ϵtq ), (7.1)

where f is any bounded Borel function on R2q, t1 < · · · < tq and q ≥ 1. Then it is easy to check that N takes the
following form (by convention t0 = 0 and tq+1 = ∞):

tl ≤ t < tl+1 ⇒ Nt =M(l; ϵt1 , . . . , ϵtl)t
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for l = 0, . . . , q, and where M(l; z1, . . . , zl) is a version of the martingale

M(l; z1, . . . , zl)t = E(0)

[∫
f(z1, . . . , zl, zl+1, . . . , zq)Qtl+1

(dzl+1) · · ·Qtq (dzq)|F
(0)
t

]
(with obvious conventions when l = 0 and l = q), which is measurable in (z1, . . . , zl, ω

(0)). In particular N has a
locally finite variation, hence N is a purely discontinuous local martingale because of Lemma I-4.14 of [29] and

[K̄ij
− • {V̄α(Îi)− • W̄β(Ĵ j)}, N ]t =

∑
s:0≤s≤t

K̄ij
s V̄α(Îi)s∆W̄β(Ĵ j)s∆Ns

=
∑
l:tl≤t

K̄ij
tl
V̄α(Îi)tl∆W̄β(Ĵ j)tl∆Ntl

for any semimartingales V,W , α, β ∈ Φ and t ∈ R+. Therefore, for any V ∈ {X,EX ,ZX}, we have

[K̄ij
− • {V̄α(Îi)− • Ȳβ(Ĵ j)}, N ]t = [K̄ij

− • {V̄α(Îi)− • Z̄Yβ (Ĵ j)}, N ]t = 0,

and note that the boundedness of N we also have

|[K̄ij
− • {V̄g(Îi)− • ĒYg′(Ĵ j)}, N ]t| ≲

∑
l:tl≤t

K̄ij
tl

∣∣∣V̄α(Îi)tl ∣∣∣
∣∣∣∣∣ 1kn

kn−1∑
k=0

(g′)nkϵ
Y
tl
1{T̂ j+k=tl}

∣∣∣∣∣ .
Hence, the Schwarz inequality and (3.2) yield

E

∣∣∣∣∣∣
∞∑

i,j=1

[K̄ij
− • {V̄α(Îi)− • ĒYg′(Ĵ j)}, N ]t

∣∣∣∣∣∣


≤
∑
l:tl≤t


∞∑

i,j=1

E
[
K̄ij
tl
|V̄α(Îi)tl |2

]
1/2

∞∑
i,j=1

E

K̄ij
tl

∣∣∣∣∣ 1kn
kn−1∑
k=0

(g′)nkϵ
Y
tl
1{T̂ j+k=tl}

∣∣∣∣∣
2


1/2

≲
∑
l:tl≤t

{ ∞∑
i=1

E
[
|V̄α(Îi)tl |2

]}1/2


∞∑
j=1

E

∣∣∣∣∣
kn−1∑
k=0

(g′)nkϵ
Y
tl
1{T̂ j+k=tl}

∣∣∣∣∣
2


1/2

.

[SC1]-[SC3] imply that
∑∞
i=1E

[
|V̄α(Îi)tl |2

]
≲ kn. Moreover, since

∑
j

∣∣∣∣∣
kn−1∑
k=0

(g′)nkϵ
Y
tl
1{T̂ j+k=tl}

∣∣∣∣∣
2

=
∑
j

kn−1∑
k=0

|(g′)nkϵYtl |
21{T̂ j+k=tl} ≤ kn∥g′∥∞|ϵYtl |

2,

we conclude that

E

∣∣∣∣∣∣
∞∑

i,j=1

[K̄ij
− • {V̄α(Îi)− • ĒYg′(Ĵ j)}, N ]t

∣∣∣∣∣∣
 ≲ lkn.

Consequently, we obtain

∞∑
i,j=1

[K̄ij
− • {L̄α(Îi)− • M̄β(Ĵ j)}, N ]t = Op(kn)

for any (L,α) ∈ {(X, g), (EX , g′), (ZX , g′)} and (M,β) ∈ {(Y, g), (EY , g′), (ZY , g′)}. By symmetry we also obtain

∞∑
i,j=1

[K̄ij
− • {M̄β(Ĵ j)− • L̄α(Îi)}, N ]t = Op(kn)

for any (L,α) ∈ {(X, g), (EX , g′), (ZX , g′)} and (M,β) ∈ {(Y, g), (EY , g′), (ZY , g′)}. Consequently, we obtain

[Mn, N ] = Op(k
−1
n ) = op(b

1/4
n ). Since ⟨Mn, N⟩ is the predictable compensator of [Mn, N ] by Proposition I-4.50 of

[29], we conclude that N ∈ N .
Since N 0 ∪N 1 is a total subset of M⊥

2 , we conclude that N = M⊥
2 . This completes the proof of the lemma.

□
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8 Proof of Lemma 4.5

Exactly as in Section 6, we can use a localization procedure for the proof, and which allows us to replace the
conditions [A4] and [N] by the following strengthened versions:

[SA4] ξ ∨ 9
10 < ξ′ and (6.1) holds.

[SN] We have [N], and the process (
∫
|z|8Qt(dz))t∈R+ is bounded. Furthermore, for any λ > 0 there exists a positive

constant Cλ such that

E
[
|Ψijt −Ψij(t−h)+ |

∣∣F(t−h)+

]
≤ Cλh

1/2−λ

for every i, j ∈ {1, 2} and every t, h > 0.

Proof of Lemma 4.5. By a localization procedure, we may assume that [SC1]-[SC3], [SA4], [SN] and (6.4) hold.
Since Lemma 4.3 and Eq. I-4.36 in [29] yield

∆Mn
s =

1

(ψHY kn)2

∑
i,j

{
K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js + K̄ij

s Ȳ(Î)is∆ĒXg′ (Ĵ )js

}
,

where X̄(Î)is = X̄g(Î)is + ŪXg′ (Î)is and Ȳ(Ĵ )js = Ȳg(Ĵ )js + ŪYg′(Ĵ )js, it is sufficient to prove that

b−1
n

k8n

∑
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4

→p 0,
b−1
n

k8n

∑
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s Ȳ(Ĵ )js∆ĒXg′ (Î)is

∣∣∣∣∣∣
4

→p 0 (8.1)

as n→ ∞ for any t > 0. Since

∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js =− 1

kn

∑
i,j

kn−1∑
q=0

(g′)nq K̄
ij
s X̄(Î)isϵYT̂ j+q1{T̂ j+q=s}

=− 1

kn

∞∑
q=1

ϵY
T̂ q1{T̂ q=s}

∞∑
i=1

q∑
j=(q−kn+1)∨1

(g′)nq−jK̄
ij

T̂ q
X̄(Î)i

T̂ q ,

we have ∣∣∣∣∣∣
∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4

=
1

k4n

∞∑
q=1

(
ϵY
T̂ q

)4
1{T̂ q=s}

∣∣∣∣∣∣
∞∑
i=1

q∑
j=(q−kn+1)∨1

(g′)nq−jK̄
ij

T̂ q
X̄(Î)i

T̂ q

∣∣∣∣∣∣
4

because T̂ q ̸= T̂ q
′
if q ̸= q′. Moreover, since K̄ij ≡ 0 when |i− j| > kn due to Lemma 2.1(b), we have∣∣∣∣∣∣

∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4

≤∥g′∥∞k2n
∞∑
q=1

(
ϵY
T̂ q

)4
1{T̂ q=s}

q∑
j=(q−kn+1)∨1

∑
i:|i−j|≤kn

∣∣∣X̄(Î)i
T̂ q

∣∣∣4

=∥g′∥∞k2n
∑

i,j:|i−j|≤kn

kn−1∑
q=0

(
ϵY
T̂ j+q

)4 ∣∣∣X̄(Î)i
T̂ j+q

∣∣∣4 1{T̂ j+q=s},

hence we obtain

∑
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4

≤ ∥g′∥∞k2n
∑

i,j:|i−j|≤kn

kn−1∑
q=0

(
ϵY
T̂ j+q

)4 ∣∣∣X̄(Î)i
T̂ j+q∧t

∣∣∣4 1{T̂ j+q≤t}.

Therefore, the Schwarz inequality and [SN] yield

E0

 ∑
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4
 ≲ k2n

∑
i,j:|i−j|≤kn

kn−1∑
q=0

{
E0

[∣∣∣X̄(Î)i
T̂ j+q∧t

∣∣∣8]}1/2

1{T̂ j+q≤t}.
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Now, the Burkholder-Davis-Gundy inequality and [SN] imply

E0

[∣∣∣ĒXg′ (Î)iT̂ j+q∧t

∣∣∣8] ≲ k−8
n E0

{kn−1∑
p=0

∣∣∣(g′)np ϵXŜi+q

∣∣∣2 1{Ŝi+p≤t}

}4
 ≲ k−4

n .

Combining this with (6.4) and [SC3], we conclude that

E0

 ∑
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4
 ≲ k4nb

−1
n (knr̄n| log bn|)2 = k6nb

2ξ′−1
n | log bn|2,

and thus we obtain

b−1
n

k8n
E0

 ∑
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s X̄(Î)is∆ĒYg′(Ĵ )js

∣∣∣∣∣∣
4
 ≲ b2ξ

′−1
n | log bn|2 = o(1)

because ξ′ > 9/10. Consequently, we have proved the first equation of (8.1). By symmetry we also obtain the
second equation of (8.1), hence we complete the proof.

9 Proof of Proposition 4.2

Lemma 9.1. Let α, β ∈ Φ.

(a) ψβ,α(x) = ψα,β(−x) for all x ∈ R.
(b) ψα,β(x) = 0 for x /∈ [−2, 2].
(c) ψα,β is differentiable, and ψ′

α,β = ψα,β′ if β is piecewise C1.

(d) ψα,α is an even functions. Furthermore, ψα,α′ and ψα′,α are odd functions if α is piecewise C1.

Proof. Since (x + u − 1 ≤ v ≤ x + u + 1) ⇔ (−x + v − 1 ≤ u ≤ −x + v + 1) and α(w) = β(w) = 0 if w /∈ [0, 1],
Fubini’s theorem yields (a). (b) and (c) are obvious. (d) immediately follows (a) and (b).

Lemma 9.2. Let α, β, α′, β′ ∈ Φ and let (Mn), (Nn), (M ′n) and (N ′n) be four sequences of locally square-integrable
martingales such that

⟨Mn⟩t = Op(1), ⟨Nn⟩t = Op(1), ⟨M ′n⟩t = Op(1), ⟨N ′n⟩t = Op(1) (9.1)

and
supp∈N⟨Mn⟩(Îp)t = op(b

ξ′

n ), supq∈N⟨Nn⟩(Ĵq)t = op(b
ξ′

n ),

supp∈N⟨M ′n⟩(Îp)t = op(b
ξ′

n ), supq∈N⟨N ′n⟩(Ĵq)t = op(b
ξ′

n )

}
(9.2)

as n→ ∞ for any t ∈ R+. Then, we have

1

k4n

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • Vα,β;α′,β′(Mn, Nn;M ′n, N ′n)iji
′j′

t

=

∞∑
p,q=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
q − p

kn

)
⟨Mn,M ′n⟩(Îp)t⟨Nn, N ′n⟩(Ĵq)t + IIt

and

IIt =
∞∑

p,q=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
p− q

kn

)
⟨Mn, N ′n⟩(Îp)t⟨M ′n, Nn⟩(Ĵq)t + op(b

1/2
n )

=
∞∑

p,q=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
p− q

kn

)
⟨Mn, N ′n⟩(Îp)t⟨M ′n, Nn⟩(Îq)t + op(b

1/2
n )

=

∞∑
p,q=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
p− q

kn

)
⟨Mn, N ′n⟩(Ĵp)t⟨M ′n, Nn⟩(Ĵq)t + op(b

1/2
n )


(9.3)

as n→ ∞ for any t ∈ R+.
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Proof. First note that K̄ij
t K̄

i′j′

t is a step function starting from 0 at t = 0 and jumps to +1 at t = R∨(i∨ i′, j ∨ j′)
when Īi ∩ J̄j ̸= ∅, Īi′ ∩ J̄j′ ̸= ∅ and that Vα,β;α′,β′(Mn, Nn;M ′n, N ′n)iji

′j′

t = 0 if t ≤ R∨(i ∨ i′, j ∨ j′), so we have

(K̄ij
− K̄

i′j′

− ) • Vα,β;α′,β′(Mn, Nn;M ′n, N ′n)iji
′j′

t = K̄ijK̄i′j′Vα,β;α′,β′(Mn, Nn;M ′n, N ′n)iji
′j′

t

by integration by parts. Therefore, we have

1

k4n

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • Vα,β;α′,β′(Mn, Nn;M ′n, N ′n)iji
′j′

t

=
1

k4n

∑
i,j,i′,j′

kn−1∑
p,q,p′,q′=1

K̄ijK̄i′j′αnpβ
n
q (α

′)np′(β
′)nq′
{
(Îi+p− Îi

′+p′

− • ⟨Mn,M ′n⟩t)(Ĵj+q− Ĵj
′+q′

− • ⟨Nn, N ′n⟩t)

+ (Îi+p− Ĵj
′+q′

− • ⟨Mn, N ′n⟩t)(Îi
′+p′

− Ĵj+q− • ⟨M ′n, Nn⟩t)
}

=
∞∑

p,q,p′,q′=1

cα,β(p, q)cα′,β′(p′, q′)
{
(Îp−Î

p′

− • ⟨Mn,M ′n⟩t)(Ĵq−Ĵ
q′

− • ⟨Nn, N ′n⟩t)

+ (Îp−Ĵ
q′

− • ⟨Mn, N ′n⟩t)(Îp
′

− Ĵ
q
− • ⟨M ′n, Nn⟩t)

}
=:It + IIt.

Since Îp ∩ Îp′ = Ĵq ∩ Ĵq′ = ∅ if p ̸= p′, q ̸= q′, we have

It =

∞∑
p,q=1

cα,β(p, q)cα′,β′(p, q)⟨Mn,M ′n⟩(Îp)t⟨Nn, N ′n⟩(Ĵq)t.

Moreover, since |cα,β(p, q)|, |cα′,β′(p, q)| ≲ 1 and cα,β(p, q) = cα′,β′(p, q) = 0 if |p − q| > 2kn due to Lemma 2.1(b),
(9.2) and the Kunita-Watanabe inequality imply that

It =
∑

p,q:p,q≥kn
|p−q|≤2kn

cα,β(p, q)cα′,β′(p, q)⟨Mn,M ′n⟩(Îp)t⟨Nn, N ′n⟩(Ĵq)t + op(b
1/2
n ),

hence Lemma 3.1, (9.1), (9.2) and the Kunita-Watanabe inequality yield

It =

∞∑
p,q=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
q − p

kn

)
⟨Mn,M ′n⟩(Îp)t⟨Nn, N ′n⟩(Ĵq)t + op(b

1/2
n ).

On the other hand, an argument similar to the above yields

IIt =
∞∑

p,q,p′,q′=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
q′ − p′

kn

)
⟨Mn, N ′n⟩(Îp ∩ Ĵq

′
)t⟨M ′n, Nn⟩(Îp

′
∩ Ĵq)t + op(b

1/2
n ).

Since Îp ∩ Ĵq = ∅ if |p− q| > 1 by Lemma 2.1(b), we obtain

IIt =
∑

p,q′:|q′−p|≤1

∑
p′,q:|p′−q|≤1

ψα,β

(
q − p

kn

)
ψα′,β′

(
q′ − p′

kn

)
× ⟨Mn, N ′n⟩(Îp ∩ Ĵq

′
)t⟨M ′n, Nn⟩(Îp

′
∩ Ĵq)t + op(b

1/2
n ),

however, since ψα,β and ψα′,β′ are Lipschitz continuous, an argument similar to the above yield

IIt =
∞∑

p,q=1

ψα,β

(
q − p

kn

) ∑
p′:|p′−q|≤1

∑
q′:|q′−p|≤1

ψα′,β′

(
p− q

kn

)
× ⟨Mn, N ′n⟩(Îp ∩ Ĵq

′
)t⟨M ′n, Nn⟩(Îp

′
∩ Ĵq)t + op(b

1/2
n ).

Therefore, we conclude that

IIt =

∞∑
p,q=1

ψα,β

(
q − p

kn

)
ψα′,β′

(
p− q

kn

)
⟨Mn, N ′n⟩(Îp)t⟨M ′n, Nn⟩(Ĵq)t + op(b

1/2
n ).

In a similar manner we can show (9.3), and thus we complete the proof of the lemma.

23



Lemma 9.3. Let α ∈ Φ and let An and Bn be two processes with locally bounded variations such that

Ant = Op(1), Bnt = Op(1), sup
p∈N

|An(Îp)t| = op(r̄n), sup
q∈N

|Bn(Ĵq)t| = op(r̄n) (9.4)

as n→ ∞ for any t ∈ R+. Then

b−1/2
n

∞∑
p,q=1

ψg,g′

(
q − p

kn

)
ψα,α

(
q − p

kn

)
An(Îp)tB

n(Ĵq)t →p 0

as n→ ∞ for any t ∈ R+.

Proof. Lemma 9.1(b) yields∣∣∣∣∣
∞∑

p,q=1

ψg,g′

(
q − p

kn

)
ψα,α

(
q − p

kn

)
An(Îp)tB

n(Ĵq)t

∣∣∣∣∣ ≤ |Ant | sup
q∈N

|Bn(Ĵq)t|

∣∣∣∣∣
2kn∑

r=−2kn

ψg,g′

(
r

kn

)
ψα,α

(
r

kn

)∣∣∣∣∣ .
Since ψg,g′(x)ψα,α(x) is Lipschitz continuous, we have

1

kn

2kn∑
r=−2kn

ψg,g′

(
r

kn

)
ψα,α

(
r

kn

)
=

∫ 2

−2

ψg,g′(x)ψα,α(x)dx+O

(
1

kn

)
,

however,
∫ 2

−2
ψg,g′(x)ψα,α(x)dx = 0 because ψg,g′ is an odd function and ψα,α is an even function by Lemma 9.1.

Combining this with (9.4), we obtain

b−1/2
n

∣∣∣∣∣
∞∑

p,q=1

ψg,g′

(
q − p

kn

)
ψα,α

(
q − p

kn

)
An(Îp)tB

n(Ĵq)t

∣∣∣∣∣ ≤ op

(
bξ

′−1/2
n

)
= op(1)

and thus we complete the proof of the lemma.

Proof of Proposition 4.2. [B2], Lemma 9.2 and the fact that both ψg,g and ψg′,g′ are even functions and ψg,g′

is an odd function yield ⟨M(l)n⟩t = V̄ n,lt + op(b
1/2
n ) for l = 1, 2, 3, 4 and ⟨M(1)n,M(2)n⟩t = V̄ n,12t + op(b

1/2
n ),

⟨M(3)n,M(4)n⟩t = V̄ n,34t + op(b
1/2
n ) as n→ ∞ for any t ∈ R+. Moreover, by Lemma 9.2-9.3 we have

⟨M(1)n,M(3)n⟩t = op(b
1/2
n ), ⟨M(1)n,M(4)n⟩t = op(b

1/2
n ),

⟨M(2)n,M(3)n⟩t = op(b
1/2
n ), ⟨M(2)n,M(4)n⟩t = op(b

1/2
n )

as n→ ∞ for any t ∈ R+. Consequently, we obtain the desired result.

10 Proof of Lemma 4.6

Before starting the proof, we strengthen the condition [A3] as follows:

[SA3] For each V,W = X,Y, ZX , ZY , [V,W ] is absolutely continuous with a càdlàg bounded derivative adapted to
Hn, and for any λ > 0 there exists a positive constant Cλ such that

E
[
|fτ1 − fτ2 |2

∣∣Fτ1∧τ2] ≤ CλE
[
|τ1 − τ2|1−λ

∣∣Fτ1∧τ2]
for any bounded F(0)-stopping times τ1 and τ2, for the density process f = [V,W ]′.

First we prove some lemmas.

Lemma 10.1. Šk is Hn
Ŝk

-measurable and Ť k is Hn
T̂k

-measurable for every k.

Proof. For any t ≥ 0 we have {Šk ≤ t} =
∩
i[{Si ≤ t, Si < Ŝk} ∪ {Ŝk ≤ Si}]. Since {Si ≤ t, Si < Ŝk}, {Ŝk ≤

Si} ∈ Hn
Ŝk

for every k, we obtain the desired result. Similarly we can show that Ť k is Hn
T̂k

-measurable.

The following lemma is a version of Lemma 2.3 of Fukasawa [17]:
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Lemma 10.2. Suppose that for each n ∈ N we have a sequence (τnk ) of H
n-stopping times and a sequence (ζnk ) of

random variables such that ζnk is adapted to Hn
τn
k
for every k. Let ρ > 1 and t ≥ 0, and set N(τ)nt =

∑∞
k=1 1{τn

k ≤t}.

(a) If
∑N(τ)nt +1
k=1 E

[
|ζnk |2∧ρ

∣∣Hn
τn
k−1

]
→p 0 as n→ ∞, then

∑N(τ)nt +1
k=1

{
ζnk − E

[
ζnk
∣∣Hn

τn
k−1

]}
→p 0 as n→ ∞.

(b) If bnN(τ)nt = Op(1) as n→ ∞ and bn
∑N(τ)nt +1
k=1 E

[
|ζnk |ρ

∣∣Hn
τn
k−1

]
= Op(1) as n→ ∞, then

bn

N(τ)nt +1∑
k=1

{
ζnk − E

[
ζnk
∣∣Hn

τn
k−1

]}
→p 0

as n→ ∞.

Proof. Let ϖ = 2 ∧ ρ and let T be a bounded stopping time with respect to the filtration (Hn
τn
k
)k∈Z+ . Then, the

Burkholder-Davis-Gundy inequality and the Cp-inequality yield

E

[∣∣∣∣∣
T∑
k=1

{
ζnk − E

[
ζnk
∣∣Hn

τn
k−1

]}∣∣∣∣∣
ϖ]

≤ CE

[
T∑
k=1

{
|ζnk |ϖ +

∣∣∣E [ζnk ∣∣Hn
τn
k−1

]∣∣∣ϖ}]

for some positive constant C independent of n. Since E
[∑T

k=1 |ζnk |ϖ
]
= E

[∑T
k=1E

[
|ζnk |ϖ

∣∣Hn
τn
k−1

]]
by the optional

stopping theorem and
∣∣∣E [ζnk ∣∣Hn

τn
k−1

]∣∣∣ϖ ≤ E
[
|ζnk |ϖ

∣∣Hn
τn
k−1

]
by the Hölder inequality, we obtain

E

[∣∣∣∣∣
T∑
k=1

{
ζnk − E

[
ζnk
∣∣Hn

τn
k−1

]}∣∣∣∣∣
ϖ]

≤ 2CE

[
T∑
k=1

E
[
|ζnk |ϖ

∣∣Hn
τn
k−1

]]
.

Therefore, note that N(τ)nt +1 is a stopping time with respect to the filtration (Hn
τn
k
), (a) holds due to the Lenglart

inequality. On the other hand, since

N(τ)nt +1∑
k=1

E
[
|ζnk |ϖ

∣∣Hn
τn
k−1

]
≤ (N(τ)nt + 1)1−ϖ/ρ


N(τ)nt +1∑
k=1

E
[
|ζnk |ρ

∣∣Hn
τn
k−1

]
ϖ/ρ

by the Hölder inequality, (b) holds due to the Lenglart inequality and the fact that ϖ > 1.

For a càdlàg function x on R+ and an interval I ⊂ R+, set w(x; I) = sups∈I |x(s)|. Moreover, define

w′(x; δ, T ) = inf

{
max
i≤r

w(x; [ti−1, ti))
∣∣0 = t0 < · · · < tr = T, inf

i<r
(ti − ti−1) ≥ δ

}
for each δ, T > 0.

Lemma 10.3. Let (xn)n∈R+ be a sequence of càdlàg functions on R+ which converges a càdlàg function x on R+

for the Skorokhod topology. Let t be a positive number. Suppose that for each n ∈ N there are points sni such that
0 = sn0 < sn1 < · · · < snKn

= t and supi(s
n
i − sni−1) → 0 as n→ ∞. Then we have

Kn∑
i=1

xn(s
n
i−1)(s

n
i − sni−1) →

∫ t

0

x(s)ds

as n→ ∞.

Proof. Since
∫ t
0
xn(s)ds→

∫ t
0
x(s)ds as n→ ∞ by the bounded convergence theorem, it is sufficient to show that

Kn∑
i=1

xn(s
n
i−1)(s

n
i − sni−1)−

∫ t

0

xn(s)ds→ 0 (10.1)

as n → ∞. Take η > 0 arbitrarily. Since limδ↓0 supn∈N w
′(xn; δ, t) = 0 by Theorem VI-1.5 of [29], we can take a

positive number δ > 0 such that supn∈N w
′(xn; δ, t) < η. Then there exist points ξni such that 0 = ξn0 < ξn1 < · · · <

ξnm̄n
= t, infi<m̄n(ξ

n
i − ξni−1) ≥ δ and that maxm∈{0,...,m̄n−1} sups∈[ξnm,ξ

n
m+1)

|xn(s)− xn(ξ
n
m)| < η, and we have∣∣∣∣∣

Kn∑
i=1

xn(s
n
i−1)(s

n
i − sni−1)−

∫ t

0

xn(s)ds

∣∣∣∣∣ ≤
Kn∑
i=1

∫ sni

sni−1

|xn(sni−1)− xn(s)|ds ≤ ηt+ m̄n sup
i
(sni − sni−1).
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Since m̄n < t/δ + 1 by infi<m̄n(ξ
n
i − ξni−1) ≥ δ, we obtain

lim sup
n→∞

∣∣∣∣∣
Kn∑
i=1

xn(s
n
i−1)(s

n
i − sni−1)−

∫ t

0

xn(s)ds

∣∣∣∣∣ ≤ ηt.

Since η is arbitrary, we conclude that (10.1) holds, and thus we complete the proof of the lemma.

The following lemma is a version of Lemma 2.2 of Hayashi et al. [20].

Lemma 10.4. Suppose that [A1′](i)-(ii) holds. Suppose also that there are a sequence (Hn)n∈R+ of càdlàg Hn-

adapted processes and a càdlàg process H such that Hn Sk.p.−−−→ H as n→ ∞. Then we have

bn

Nn
t +1∑
k=1

Hn
Rk−1 →p

∫ t

0

Hs

Gs
ds

as n→ ∞ for any t ∈ R+. In particular it holds that bnN
n
t →p

∫ t
0

1
Gs

ds as n→ ∞ for any t ∈ R+.

Proof. First we show that [C3] holds. Take a positive number L arbitrarily. Then we have

E

[ ∞∑
k=1

1{Rk≤t,G(1)n
Rk≤L,G

n

Rk≥L−1,#Nn
0 ≤L}

]
= E

[ ∞∑
k=1

GnRk

Gn
Rk

1{Rk≤t,G(1)n
Rk≤L,G

n

Rk≥L−1,#Nn
0 ≤L}

]

≤E

[ ∞∑
k=1

G(1)nRk

Gn
Rk

1{Rk≤t,G(1)n
Rk≤L,G

n

Rk≥L−1}

]
+ L = b−1

n E

[ ∞∑
k=1

|Γk+1|
Gn
Rk

1{Rk≤t,G(1)n
Rk≤L,G

n

Rk≥L−1}

]
+ L

≤Lb−1
n E

[ ∞∑
k=1

|Γk+1|1{Rk≤t,G(1)n
Rk≤L}

]
+ L ≤ Lb−1

n

E
Nn

t∑
k=1

|Γk|

+ E
[
|ΓN

n
t +1|1{G(1)n

R
Nn

t
≤L}

]+ L

≤Lb−1
n t+ L2 + L.

On the other hand, since

∞∪
k=1

[
{Rk ≤ t, G(1)nRk ≤ L,GnRk ≥ L−1,#Nn

0 ≤ L}c
]
⊂
{

sup
0≤s≤t

G(1)ns > L

}
∪
{

inf
0≤s≤t

Gns < L−1

}
∪ {#N 0

n > L},

note that
G(1)nt ≤ {G(ρ)nt }1/ρ (10.2)

by the Hölder inequality, [A1′](i)-(ii) yields

lim sup
L→∞

lim sup
n→∞

P

( ∞∪
k=1

[
{Rk ≤ t, G(1)nRk ≤ L,GnRk ≥ L−1,#Nn

0 ≤ L}c
])

= 0.

Consequently, we obtain [C3].

Next, since [A1′](i)-(ii) and [C3] imply that bn
∑Nn

t +1
k=1

∣∣∣Hn

Rk−1

Gn

Rk−1

∣∣∣ρE [(b−1
n |Γk|

)ρ ∣∣Hn
Rk−1

]
= Op(1), Lemma 10.2(b)

yields bn
∑Nn

t +1
k=1

Hn

Rk−1

Gn

Rk−1

{
b−1
n |Γk| −G(1)nRk−1

}
= op(1). Therefore, note that the fact that (#N 0

n)n∈N is tight, we

conclude that

bn

Nn
t +1∑
k=1

Hn
Rk−1 −

Nn
t +1∑
k=1

Hn
Rk−1

G(1)n
Rk−1

|Γk| →p 0

as n→ ∞. Since Lemma 10.3 implies that

Nn
t +1∑
k=1

Hn
Rk−1

G(1)n
Rk−1

|Γk| →p

∫ t

0

Hs

Gs
ds

as n→ ∞, we complete the proof.
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Proof of Lemma 4.6. By a localization procedure, we may assume that [SA3] and [SC2] hold instead of [A3] and
[C2] respectively. Recall that for a function α on R we write αnp = α(p/kn) for each n ∈ N and p ∈ Z.

(a) Without loss of generality, we may assume that G(1)n → G a.s. as n→ ∞ in D(R+). First we show that

∞∑
p,q=1

|(ψg,g)nq−p|2[X](Îp)t[Y ](Ĵq)t =
∞∑

p,q=1

|(ψg,g)nq−p|2[X](Îp)t[Y ](Γq)t + op(b
1/2
n ). (10.3)

We have

∞∑
p,q=1

|(ψg,g)nq−p|2[X](Îp)t{[Y ](Ĵq)t − [Y ](Γq)t}

=

∞∑
p,q=1

|(ψg,g)nq−p|2[X](Îp)t{([Y ]T̂ q∧t − [Y ]Rq∧t)− ([Y ]T̂ q−1∧t − [Y ]Rq−1∧t)}

=
∞∑

p,q=1

{
|(ψg,g)nq−p|2 − |(ψg,g)nq+1−p|2

}
[X](Îp)t([Y ]T̂ q∧t − [Y ]Rq∧t).

Therefore, [SA3], [A4] and the fact that ψg,g is Lipschitz continuous and equal to 0 outside [−2, 2] by Lemma 9.1(b)
imply the desired claim. By symmetry, we also obtain

∞∑
p,q=1

|(ψg,g)nq−p|2[X](Îp)t[Y ](Ĵq)t =
∞∑

p,q=1

|(ψg,g)nq−p|2[X](Γp)t[Y ](Γq)t + op(b
1/2
n ), (10.4)

hence we have

∞∑
p,q=1

|(ψg,g)nq−p|2[X](Îp)t[Y ](Ĵq)t

=
∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ](Γq)t +
∑

p,q:p>q

|(ψg,g)nq−p|2[X](Γp)t[Y ](Γq)t + op(b
1/2
n ).

Consider the first term of the right hand of the above equation. Let υn = (t+1)∧inf{s|rn(s) > r̄n}, R̃k = Rk∧υn
and Γ̃k = [R̃k−1, R̃k). Then obviously υn is F(0)-stopping time and supk |Γ̃k(t)| ≤ 2r̄n. Therefore, we have

E
[∣∣[Y ](Γ̃q)t − [Y ]′

R̃q−1∧t|Γ̃
q(t)|

∣∣∣∣∣FR̃q−1∧t

]
≤
∫ (R̃q−1+2r̄n)∧t

R̃q−1∧t
E
[∣∣[Y ]′u − [Y ]′

R̃q−1∧t|
∣∣∣∣∣FR̃q−1∧t

]
du ≲ b

3
2 ξ

′−λ
n

for any λ > 0 by the Schwarz inequality and [SA3]. Hence we obtain

E

[∣∣∣∣∣
∞∑
p=1

[X](Γp)t
∑
q:p<q

|(ψg,g)nq−p|2 {[Y ](Γq)t − [Y ]′Rq−1 |Γq(t)|}

∣∣∣∣∣ ; υn > t

]

≤E

[ ∞∑
p=1

[X](Γ̃p)t
∑
q:p<q

|(ψg,g)nq−p|2E
[∣∣[Y ](Γ̃q)t − [Y ]′

R̃q−1∧t|Γ̃
q(t)|

∣∣∣∣∣FR̃q−1∧t

]]

≲b
3
2 ξ

′−λ
n E

[ ∞∑
p=1

[X](Γ̃p)t
∑
q:p<q

|(ψg,g)nq−p|2
]
= o

(
b

3
2 ξ

′−λ− 1
2

n

)
by Lemma 9.1(b). Since P (υn ≤ t) → 0 as n→ ∞ by [A4], we conclude that∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ](Γq)t =
∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1 |Γq(t)|+ op(b
1/2
n ). (10.5)

Next, [SC1] yields∣∣∣∣∣ ∑
p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1

{
|Γq(t)| − |Γq|1{Rq−1≤t}

}∣∣∣∣∣ ≲
Nn

t∑
p=1

|(ψg,g)nNn
t +1−p|2|Γp(t)||ΓN

n
t +1|.
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Take L > 0 arbitrarily. Then, we have

b−1/2
n E

Nn
t∑

p=1

|(ψg,g)nNn
t +1−p|2|Γp(t)||ΓN

n
t +1|;G(1)nt ≤ L


=b1/2n E

Nn
t∑

p=1

|(ψg,g)nNn
t +1−p|2|Γp(t)|G(1)nt ;G(1)nt ≤ L

 ≤ 2knb
1/2
n ∥ψg,g∥∞LE[rn(t)]

by Lemma 9.1(b). Since E[rn(t)] → 0 as n → ∞ by the bounded convergence theorem, for any η > 0 we obtain

lim supn P (b
−1/2
n

∑Nn
t

p=1 |(ψg,g)nNn
t +1−p|2|Γp(t)||ΓN

n
t +1| > η) ≤ lim supn P (G(1)

n
t > L). Since (10.2) and [A1′](ii)

imply that lim supn P (G(1)
n
t > L) → 0 as L→ ∞, we conclude that

Nn
t∑

p=1

|(ψg,g)nNn
t +1−p|2|Γp(t)||ΓN

n
t +1| = op(b

1/2
n ),

and thus we obtain∑
p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1 |Γq(t)| =
∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1 |Γq|1{Rq−1≤t} + op(b
1/2
n ). (10.6)

On the other hand, [SC1], [SC3] and Lemma 9.1(b) yield

∞∑
q=2

∣∣∣∣∣b1/2n

∑
p:p<q

|(ψg,g)nq−p|2[X](Γp)t

∣∣∣∣∣
ϖ

E
[(
b−1
n |Γq|

)ϖ ∣∣Hn
Rq−1

]
1{Rq−1≤t} ≲ b−1

n rn(t)
ϖ sup

0≤s≤t
G(ϖ)ns ,

where ϖ = 2 ∧ ρ. Hence [A1′](ii), the Hölder inequality, (2.3) and the fact that ϖξ′ ≥ 1 we obtain

∞∑
q=2

∣∣∣∣∣b1/2n

∑
p:p<q

|(ψg,g)nq−p|2[X](Γp)t

∣∣∣∣∣
ϖ

E
[(
b−1
n |Γq|

)ϖ ∣∣Hn
Rq−1

]
1{Rq−1≤t} →p 0

as n→ ∞. Therefore, Lemma 10.2(a) yields∑
p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1 |Γq|1{Rq−1≤t} = bn
∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1G(1)nRq−11{Rq−1≤t}

+op(b
1/2
n ),

and thus [A1′](i)-(ii), (10.2), [SC1], (2.3) and Lemma 9.1(b) imply that∑
p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1 |Γq|1{Rq−1≤t}

=bn
∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1GnRq−11{Rq−1≤t} + op(b
1/2
n ). (10.7)

Now we show that

bn
∑

p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ]′Rq−1GnRq−11{Rq−1≤t}

=bn

∞∑
p=1

[X](Γp)t[Y ]′Rp−1GnRp−1

∑
q:p<q

|(ψg,g)nq−p|21{Rq−1≤t} + op(b
1/2
n ). (10.8)

We have limδ↓0 supn∈N w
′(Fn; δ, T ) = 0 a.s. for any T > 0 by Theorem VI-1.5 of [29], where Fn = [Y ]′Gn.

Therefore, for any η > 0 we can take a positive (random) number δ such that a.s. supn∈N w
′(Fn; δ, t) < η. Then

we can take (random) points ξni such that 0 = ξn0 < ξn1 < · · · < ξnm̄n
= t, infi<m̄n(ξ

n
i − ξni−1) ≥ δ and that

maxm≤m̄n w(F
n; [ξnm−1, ξ

n
m)) < η. Let Ξn = {ξnm|m = 1, . . . , m̄n}. Then

b1/2n

∣∣∣∣∣
∞∑
p=1

[X](Γp)t
∑
q:p<q

|(ψg,g)nq−p|2 (FnRq−1 − FnRp−1) 1{Rq−1≤t}

∣∣∣∣∣
≤b1/2n

∞∑
p=1

[X](Γp)t
∑
q:p<q

|(ψg,g)nq−p|2 · 2η + b1/2n

∑
p∈In

[X](Γp)t
∑
q:p<q

|(ψg,g)nq−p|2 · 2(Fn)∗t ,
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where In = {p ∈ N|[Rp, Rp+2kn) ∩ Ξn ̸= ∅} and (Fn)∗t = supn∈N sups∈[0,t] |Fns |, due to Lemma 9.1(b). Hence there
exits a positive constant C such that

b1/2n

∣∣∣∣∣
∞∑
p=1

[X](Γp)t
∑
q:p<q

|(ψg,g)nq−p|2 (FnRq−1 − FnRp−1) 1{Rq−1≤t}

∣∣∣∣∣ ≤ C

t · 2η + 2(Fn)∗t
∑
p∈In

|Γp(t)|


by [SC1] and Lemma 9.1(b). Now [A1′](i) implies that supn∈N(F

n)∗t <∞, while m̄n < t/δ+1 because infi<m̄n(ξ
n
i −

ξni−1) ≥ δ. Moreover, for sufficiently large n we have #In ≤ 4knm̄n, and thus we obtain

lim sup
n→∞

b1/2n

∣∣∣∣∣
∞∑
p=1

[X](Γp)t
∑
q:p<q

|(ψg,g)nq−p|2 (FnRq−1 − FnRp−1) 1{Rq−1≤t}

∣∣∣∣∣ ≤ 2Ctη

by [A4]. Since η is arbitrary, we conclude that Eq. (10.8) holds. On the other hand, since

bn

∣∣∣∣∣
∞∑
p=1

[X](Γp)t[Y ]′Rp−1GnRp−1

∑
q:p<q

|(ψg,g)nq−p|21{Rp−1≤t<Rq−1}

∣∣∣∣∣
≲bn sup

0≤s≤t
Gns

∞∑
p:Rp−1≤t<Rp+2kn

|Γp(t)|
∑
q:p<q

|(ψg,g)nq−p|2 = op(r̄n) = op(b
1/2
n ),

we have

bn

∞∑
p=1

[X](Γp)t[Y ]′Rp−1GnRp−1

∑
q:p<q

|(ψg,g)nq−p|21{Rq−1≤t}

=bn

∞∑
p=1

[X](Γp)t[Y ]′Rp−1GnRp−1

∑
q:p<q

|(ψg,g)nq−p|21{Rp−1≤t} + op(b
1/2
n ).

Therefore, by an argument similar to the above we obtain

bn

∞∑
p=1

[X](Γp)t[Y ]′Rp−1GnRp−1

∑
q:p<q

|(ψg,g)nq−p|21{Rq−1≤t}

=b2n

∞∑
p=1

[X]′Rp−1 [Y ]′Rp−1 |GnRp−1 |2 1{Rp−1≤t}
∑
q:p<q

|(ψg,g)nq−p|2 + op(b
1/2
n ). (10.9)

Consequently, we obtain∑
p,q:p<q

|(ψg,g)nq−p|2[X](Γp)t[Y ](Γq)t

=b2n

∞∑
p=1

[X]′Rp−1 [Y ]′Rp−1 |GnRp−1 |21{Rp−1≤t}
∑
q:p<q

|(ψg,g)nq−p|2 + op(b
1/2
n )

=b3/2n θ

∫ 2

0

ψg,g(x)
2dx

∞∑
p=1

[X]′Rp−1 [Y ]′Rp−1 |GnRp−1 |21{Rp−1≤t} + op(b
1/2
n )

=b1/2n θ

∫ 2

0

ψg,g(x)
2dx

∫ t

0

[X]′s[Y ]′sGsds+ op(b
1/2
n )

due to Lemma 10.4. By symmetry we also obtain

∑
p,q:p>q

|(ψg,g)nq−p|2[X](Γp)t[Y ](Γq)t = b1/2n θ

∫ 0

−2

ψg,g(x)
2dx

∫ t

0

[X]′s[Y ]′sGsds+ op(b
1/2
n ).

After all, we complete the proof of (a).
(b) Similar to the proof of (a).
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(c) Since Ŝk < T̂ l and T̂ k < Ŝl if k < l and Ŝk ∨ T̂ k = Rk by Lemma 2.1, we can rewrite the target quantity as

1

k4n

∞∑
p,q=1

|(ψg′,g′)nq−p|2Ψ11
ŜpΨ

22
T̂ q1{Ŝp∨T̂ q≤t}

=
1

k4n

∞∑
q=2

Ψ22
T̂ q1{T̂ q≤t}

∑
p:p<q

|(ψg′,g′)nq−p|2Ψ11
Ŝp +

1

k4n

∞∑
p=2

Ψ11
Ŝp1{Ŝp≤t}

∑
q:q<p

|(ψg′,g′)nq−p|2Ψ22
T̂ q

+
ψg′,g′(0)

2

k4n

∞∑
k=1

Ψ11
ŜkΨ

22
T̂k1{Rk≤t}.

Note that Ψ is càdlàg, by an argument similar to the above we obtain

1

k4n

∞∑
q=2

Ψ22
T̂ q1{T̂ q≤t}

∑
p:p<q

|(ψg′,g′)nq−p|2Ψ11
Ŝp =

1

k4n

∞∑
q=2kn+1

Ψ11
T̂ qΨ

22
T̂ q1{T̂ q≤t}

q−1∑
p=q−2kn

|(ψg′,g′)nq−p|2 + op(b
1/2
n )

=
1

k3n

∞∑
q=2kn+1

Ψ11
T̂ qΨ

22
T̂ q1{T̂ q≤t}

∫ 2

0

ψg′,g′(x)
2dx+ op(b

1/2
n ).

Note that bn
∑∞
q=1 1{T̂ q≤t} = bn

∑∞
k=1 1{Rk≤t} +Op(bn), Lemma 10.4 yields

1

k4n

∞∑
q=2

Ψ22
T̂ q1{T̂ q≤t}

∑
p:p<q

|(ψg′,g′)nq−p|2Ψ11
Ŝp = b1/2n θ−3

∫ 2

0

ψg′,g′(x)
2dx

∫ t

0

Ψ11
s Ψ22

s G
−1
s ds+ op(b

1/2
n ).

By symmetry we also obtain

1

k4n

∞∑
p=2

Ψ11
Ŝp1{Ŝp≤t}

∑
q:q<p

|(ψg′,g′)nq−p|2Ψ22
T̂ q = b1/2n θ−3

∫ 0

−2

ψg′,g′(x)
2dx

∫ t

0

Ψ11
s Ψ22

s G
−1
s ds+ op(b

1/2
n ).

Since
∑∞
k=1 Ψ

11
Ŝk

Ψ22
T̂k

1{Rk≤t} = Op(b
−1
n ), we conclude that

1

k4n

∞∑
p,q=1

|(ψg′,g′)nq−p|2Ψ11
ŜpΨ

22
T̂ q1{Ŝp∨T̂ q≤t} = b1/2n θ−3κ̃

∫ t

0

Ψ11
s Ψ22

s G
−1
s ds+ op(b

1/2
n ).

(d) First, Proposition 2.1(a), [SC2]-[SC3], Lemma 9.1(b) and an argument similar to the proof of (10.8) imply
that

1

k4n

∞∑
p,q=1

|(ψg′,g′)nq−p|2Ψ12
Ŝp1{Ŝp=T̂p≤t}Ψ

21
T̂ q1{Ŝq=T̂ q≤t}

=
1

k4n

∑
p,q:p ̸=q

|(ψg′,g′)nq−p|2Ψ12
Rp−11{Ŝp=T̂p}Ψ

21
Rq−11{Ŝq=T̂ q}1{Rp∧q−1≤t} + op(b

1/2
n ).

On the other hand, note that 0 ≤ 1{Ŝk=T̂k} ≤ 1, by an argument similar to that in the proof of (a) we can show

that

1

k4n

∞∑
q=2

∑
p:p<q

|(ψg′,g′)nq−p|2Ψ12
Rp−11{Ŝp=T̂p}Ψ

21
Rq−11{Ŝq=T̂ q}1{Rp−1≤t}

=
1

k4n

∞∑
q=2

∑
p:p<q

|(ψg′,g′)nq−p|2
(
Ψ12
Rp−1χ′n

Rp−1

)2
1{Rp−1≤t} + op(b

1/2
n )

using [SC2] and [A1′](iii) instead of [SC1] and [A1′](i) respectively. By symmetry we also obtain

1

k4n

∞∑
p=2

∑
q:q<p

|(ψg′,g′)nq−p|2Ψ12
Rp−11{Ŝp=T̂p}Ψ

21
Rq−11{Ŝq=T̂ q}1{Rq−1≤t}

=
1

k4n

∞∑
p=2

∑
q:q<p

|(ψg′,g′)nq−p|2
(
Ψ12
Rq−1χ′n

Rq−1

)2
1{Rq−1≤t} + op(b

1/2
n ).
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Therefore, Lemma 10.4 yields desired result.
(e) By an argument similar to the proof of (10.3), we can show

1

k2n

∞∑
p,q=1

|(ψg,g′)nq−p|2[X](Îp)tΨ
22
T̂ q1{T̂ q≤t} =

1

k2n

∞∑
p,q=1

|(ψg,g′)nq−p|2[X](Γp)tΨ
22
T̂ q1{T̂ q≤t} + op(b

1/2
n ).

On the other hand, we have

1

k2n

∣∣∣∣∣
∞∑

p,q=1

|(ψg,g′)nq−p|2[X](Γp)tΨ
22
T̂ q1{T̂ q>t}

∣∣∣∣∣ ≤ 1

k2n

∑
p:Rp−1<t<Rp+2kn

[X](Γp)t
∑

q:|q−p|≤2kn

|(ψg,g′)nq−p|2Ψ22
T̂ q1{T̂ q>t},

hence by [A4] and [SC1] we obtain

1

k2n

∣∣∣∣∣
∞∑

p,q=1

|(ψg,g′)nq−p|2[X](Γp)tΨ
22
T̂ q1{T̂ q>t}

∣∣∣∣∣ = Op(r̄n).

Therefore, we conclude that

1

k2n

∞∑
p,q=1

|(ψg,g′)nq−p|2[X](Îp)tΨ
22
T̂ q1{T̂ q≤t} =

1

k2n

∞∑
p=1

[X](Γp)t

∞∑
q=1

|(ψg,g′)nq−p|2Ψ22
T̂ q + op(b

1/2
n ),

hence, note that Ψ is càdlàg, an argument similar to the proof of (10.8) yields

1

k2n

∞∑
p,q=1

|(ψg,g′)nq−p|2[X](Îp)tΨ
22
T̂ q1{T̂ q≤t} =

1

k2n

∞∑
p=2kn+1

[X](Γp)tΨ
22
Rp−1

p+2kn∑
q=p−2kn

|(ψg,g′)nq−p|2 + op(b
1/2
n )

=b1/2n θ−1κ

∫ t

0

[X]′sΨ
22
s ds+ op(b

1/2
n ).

This completes the proof of (e).
(f) Similar to the proof of (e).
(g) An argument similar to that in the proof of (e) and the fact that Ψ is càdlàg yield

1

k2n

∞∑
p,q=1

|(ψg,g′)nq−p|2[X,Y ](Îp)tΨ
12
Rq1{Ŝq=T̂ q≤t} =

1

k2n

∞∑
p,q=1

|(ψg,g′)nq−p|2[X,Y ](Îp)tΨ
12
Rq−11{Ŝq=T̂ q} + op(b

1/2
n ).

Therefore, we can show the desired result by an argument similar to the proof of (a).
(h) We decompose the target quantity as

∞∑
p,q=1

|(ψg′,g′)nq−p|2[ZX ](Ǐp)t[Z
Y ](J̌q)t =

 ∑
p,q:|p−q|≤1

+
∑

p,q:p<q−1

+
∑

p,q:q<p−1

 |(ψg′,g′)nq−p|2[ZX ](Ǐp)t[Z
Y ](J̌q)t

=:B1 + B2 + B3.

Evidently B1 = op(b
1/2
n ). On the other hand, an argument similar to the proof of (10.5) yields

B2 =
∑

p,q:p<q−1

|(ψg′,g′)nq−p|2[ZX ](Ǐp)t[Z
Y ]′Rq−2∧t|J̌

q(t)|+ op(b
1/2
n ).

Hence, note that |J̌k| is Hn
T̂k

-measurable for every k due to Lemma 10.1, by an argument similar to the proof of

(10.7) we obtain

B2 = bn
∑

p,q:p<q−1

|(ψg′,g′)nq−p|2[ZX ](Ǐp)t[Z
Y ]′Rq−2F 2

Rq−21{Rq−2≤t} + op(b
1/2
n )

and, by arguments similar to those in the proofs of (10.8) and (10.9), we conclude that

B2 = b2n

∞∑
p=2

[ZX ]′Rp−2 [ZY ]′Rp−2F 1
Rp−2F 2

Rp−21{Rp−2≤t}
∑

q:p<q−1

|(ψg′,g′)nq−p|2 + op(b
1/2
n ).
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Therefore, Lemma 10.4 yields

B2 = b1/2n θ

∫ 2

0

ψg′,g′(x)
2dx

∫ t

0

[ZX ]′s[Z
Y ]′s

F 1
s F

2
s

Gs
ds+ op(b

1/2
n ).

By symmetry we also obtain

B3 = b1/2n θ

∫ 0

−2

ψg′,g′(x)
2dx

∫ t

0

[ZX ]′s[Z
Y ]′s

F 1
s F

2
s

Gs
ds+ op(b

1/2
n ).

Note that b−1
n /k2n → θ−2 as n→ ∞, we complete the proof of (h).

(i) An argument similar to the proof of (10.4) yields

∞∑
p,q=1

|(ψg′,g′)nq−p|2[ZX ,ZY ](Îp)t[ZX ,ZY ](Ĵq)t =
∞∑

p,q=1

|(ψg′,g′)nq−p|2[ZX ,ZY ](Γp)t[ZX ,ZY ](Γq)t + op(b
1/2
n ).

Since [ZX ,ZY ](Γk) = (Ǐk−J̌
k
− + Ǐk+1

− J̌k− + Ǐk−J̌
k+1
− ) • [ZX , ZY ], note that |Ǐk ∩ J̌k| + |Ǐk+1 ∩ J̌k| + |Ǐk ∩ J̌k+1| is

Hn
Rk -measurable for every k due to Lemma 10.1, by an argument similar to the proof of (a) we complete the proof

of (i).
(j) An argument similar to the proof of (e) yields

1

k2n

∞∑
p,q=1

|(ψg′,g′)nq−p|2Ψ11
Ŝp1{Ŝp≤t}[Z

Y ](J̌q)t =
1

k2n

∞∑
q=2kn+1

Ψ11
Rq−2 [ZY ](J̌q)t

p+2kn∑
q=p−2kn

|(ψg′,g′)nq−p|2 + op(b
1/2
n )

=b1/2n θ−1κ̃
∞∑
q=1

Ψ11
Rq−2 [ZY ](J̌q)t + op(b

1/2
n ).

Therefore, note that Ψ11 is Hn-adapted, combining Lemma 10.4 with arguments similar to those in the proof of
(10.5) and (10.7), we conclude that

1

k2n

∞∑
p,q=1

|(ψg′,g′)nq−p|2Ψ11
Ŝp1{Ŝp≤t}[Z

Y ](J̌q)t = b1/2n θ−1κ̃

∫ t

0

Ψ11
s [ZY ]′s

F 2
s

Gs
ds+ op(b

1/2
n ),

and thus we complete the proof of (j).
(k) Similar to the proof of (j).
(l) An argument similar to the proof of (10.3) yields

∞∑
p,q=1

|(ψg,g′)nq−p|2[X](Îp)t[Z
Y ](J̌q)t =

∞∑
p,q=1

|(ψg,g′)nq−p|2[X](Γp)t[Z
Y ](J̌q)t + op(b

1/2
n ).

Hence, the desired result can be shown in a similar manner to the proof of (h).
(m) Similar to the proof of (l).

(n)-(r) Similar to the proof of (h) (note that
∫ 2

−2
ψg′,g′(x)ψg,g(x)dx = κ due to integration by parts and Lemma

9.1).
(s) Similar to the proof of (i).

11 Proof of Proposition 4.4

First note that an argument similar to the one in the first part of Section 12 of [24] allows us to assume that
(6.1), 9

10 < ξ < ξ′ < 1 and Šk, Ť k are G(n)-stopping times for every k under [A2] and [A4] (note that Ŝk, T̂ k

and Rk automatically become G(n)-stopping times under [A2]). Furthermore, in the following we only consider
sufficiently large n such that

knr̄n < bξ−1/2
n . (11.1)

Lemma 11.1. Suppose that [A2] and [SA4] are satisfied. Let i, j ∈ Z+ and let τ be a G(n)-stopping time. Then

for any A ∈ G(n)
τ we have

A ∩ {τ ≤ R∨(i+ kn, j + kn)} ∩
{
Īi(τ) ∩ J̄j(τ) ̸= ∅

}
∈ FR∧(i,j).
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Proof. Let

B = {τ ≤ R∨(i+ kn, j + kn)} , C =
{
Īi(τ) ∩ J̄j(τ) ̸= ∅

}
.

It is sufficient to show that A ∩B ∩ C ∩D ∈ Fu for any u ∈ R+, where D = {R∧(i, j) ≤ u}. On C we have

R∨(i+ kn, j + kn)−R∧(i, j) ≤ |Īi| ∨ |J̄j | ∨ (Ŝi+kn − T̂ j) ∨ (T̂ j+kn − Ŝi) ≤ knr̄n,

hence

R∨(i+ kn, j + kn) = {R∨(i+ kn, j + kn)−R∧(i, j)}+R∧(i, j) ≤ R∧(i, j) + knr̄n,

and thus we have

C ∩D = C ∩D ∩ {R∨(i+ kn, j + kn) ≤ u+ knr̄n}.

Since A ∈ G(n)
τ and C ∈ G(n)

τ , we have (A ∩ C) ∩B ∈ G(n)
R∨(i+kn,j+kn)

. Therefore, we obtain

A ∩B ∩ C ∩ {R∨(i+ kn, j + kn) ≤ u+ knr̄n} ∈ Gu+knr̄n ,

however, G(n)
u+knr̄n

= F
(u+knr̄n−b

ξ− 1
2

n )+
⊂ Fu by (11.1). This together with the fact that {R∧(i, j) ≤ u} ∈ Fu implies

A ∩B ∩ C ∩D ∈ Fu.

Lemma 11.2. Suppose that [A2] and [SA4] are satisfied. Let Z = (Zt)t∈R+ be a G(n)-adapted process. Let

i, j ∈ Z+, p, q ∈ {0, 1, . . . , kn − 1} and let τ be a G(n)-stopping time. Then both K̄ij
τ−Î

i+p
τ− Zτ and K̄ij

τ−Ĵ
j+q
τ− Zτ are

FR∧(i,j)-measurable.

Proof. On {Īi(τ) ∩ J̄j(τ) = ∅} ∪ {τ > R∨(i+ kn, j + kn)} we have K̄ij
τ−Î

i+p
τ− = 0. Therefore, for any Borel

measurable set B we have

{K̄ij
τ−Î

i+p
τ− Zτ ∈ B} =

[
{0 ∈ B} ∩

(
{Īi(τ) ∩ J̄j(τ) = ∅} ∪ {τ > R∨(i+ kn, j + kn)}

)]
∩
[
{K̄ij

τ−Î
i+p
τ− Zτ ∈ B} ∩ {Īi(τ) ∩ J̄j(τ) ̸= ∅} ∩ {τ ≤ R∨(i+ kn, j + kn)}

]
,

so we obtain {K̄ij
τ−Î

i+p
τ− Zτ ∈ B} ∈ FR∧(i,j) by Lemma 11.1 because K̄ij

τ−Î
i+p
τ− Zτ is Gτ -measurable by construction.

By symmetry we can also show that K̄ij
τ−Ĵ

j+q
τ− Zτ is Gτ -measurable.

In the remainder of this section, we fix α, β, α′, β′ ∈ Φ. Let Ξiji
′j′

t :=
∑kn−1
q,q′=0 β

n
q β

′n
q′ K̄

ij
t K̄

i′j′

t Ĵj+qt Ĵj
′+q′

t and

Λiji
′j′

t =
∑kn−1
p′,q=0 α

′n
p β

n
q K̄

ij
t K̄

i′j′

t Îi
′+p′

t Ĵj+qt for each t ∈ R+.
We introduce an auxiliary condition.

[H] For each n ∈ N we have four square-integrable martingales Mn, Nn, M ′n and N ′n satisfying the following
conditions:
(i) There exists a positive constant C such that

E
[
[Mn](Îi)4t |FŜi−1

]
+ E

[
[M ′n](Îi)4t |FŜi−1

]
+ E

[
[Nn](Ĵj)4t |FT̂ j−1

]
+ E

[
[N ′n](Ĵj)4t |FT̂ j−1

]
≤ Cr̄4n

for any t ∈ R+, n ∈ N and i, j ∈ N.
(ii) For each n ∈ N we have

⟨Mn,M ′n⟩ = H(1)D(1)n •B(1)n, ⟨Nn, N ′n⟩ = H(2)D(2)n •B(2)n,

⟨Mn, N ′n⟩ = H(3)D(3)n •B(3)n, ⟨M ′n, Nn⟩ = H(4)D(4)n •B(4)n,

where H(k) is a cádlág bounded F(0)-adapted process, D(k)n is a bounded G(n)-adapted process and
B(k)n is a deterministic nondecreasing process or a G(n)-adapted point process for each k ∈ {1, 2, 3, 4}.

(iii) For any λ > 0, we have a positive constant Kλ satisfying

max
k∈{1,2,3,4}

sup
0≤s≤t

E
[
|H(k)s −H(k)(s−h)+ |

2
∣∣F(s−h)+

]
≤ Kλh

1−λ

for any t, h > 0.
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(iv) For each T ∈ R+ there is a positive constant CT such that maxk∈{1,2,3,4}B(k)nT ≤ CT for all n. Moreover,
there exits a positive constant C such that

B(1)n(Îp)t ∨B(2)n(Ĵq)t ∨B(3)n(Îp)t ∨B(3)n(Ĵq)t ∨B(4)n(Îp)t ∨B(4)n(Ĵq)t ≤ Cr̄n

for any p, q, n ∈ N and any t > 0.

For simplicity of notation, set

M̄ ii′ := M̄n
α (Î)itM̄ ′n

α′ (Î)i
′

t − ⟨M̄n
α (Î)i, M̄ ′n

α′ (Î)i
′
⟩t, L̄ij := M̄n

α (Î)itN̄ ′n
β′ (Ĵ )j

′

t − ⟨M̄n
α (Î)i, N̄ ′n

β′ (Ĵ )j
′
⟩t

for each i, i′, j ∈ N when we assume the condition [H]. In addition, for an F-adapted process Z, we write Z̃t :=

Z
(t−bξ−1/2

n )+
. Then Z̃t is clearly G(n)-adapted.

Lemma 11.3. Suppose that [A2], [SA4] and [H] hold. Let r, s ∈ R+ and i, j, i′, j′, k, l, k′, l′ ∈ Z+.

(a) For |i− k| ≥ kn − 1, |i′ − k| ≥ kn − 1, |i− k′| ≥ kn − 1 and |i′ − k′| ≥ kn − 1,

E

[∫ t

0

∫ t

0

Ξiji
′j′

s− Ξklk
′l′

r− M̄ ii′

s−M̄
kk′

r− H̃(2)sD(2)ns H̃(2)rD(2)nr dB(2)nsdB(2)nr

]
= 0.

(b) For |i− k| ≥ kn − 1, |i− l′| ≥ kn − 1, |j′ − k| ≥ kn − 1 and |j′ − l′| ≥ kn − 1,

E

[∫ t

0

∫ t

0

Λiji
′j′

s− Λklk
′l′

r− L̄ij
′

s−L̄
kl′

r−H̃(4)sD(4)ns H̃(4)rD(4)nr dB(4)nsdB(4)nr

]
= 0.

Proof. (a) Without loss of generality, we may assume that i ≥ i′ ∨ k ∨ k′, so we have i ≥ k ∨ k′ + kn − 1. Since
B(2)n is a deterministic nondecreasing process or a G(n)-adapted point process, it is sufficient to show that

E
[
Ξiji

′j′

σ− Ξklk
′l′

τ− M̄ ii′

σ−M̄
kk′

τ− H̃(2)σD(2)nσH̃(2)τD(2)nτ 1{σ∨τ≤t}

]
= 0 (11.2)

for any bounded G(n)-stopping times σ, τ . Lemma 11.2 implies that Ξiji
′j′

σ− H̃(2)σD(2)nσ1{σ≤t} is FR∧(i′,j∧j′)-

measurable and Ξklk
′l′

τ− H̃(2)τD(2)nτ 1{τ≤t} is FR∧(k∧k′,l∧l′)-measurable. Moreover, M̄kk′

r is FŜk∨k′+kn−1 -measurable

by definition. Since R∧(i, j ∧ j′) ≤ Ŝi and R∧(k ∧ k′, l ∧ l′) ≤ Ŝk ≤ Ŝi, we obtain

E
[
Ξiji

′j′

σ− Ξklk
′l′

τ− M̄ ii′

σ−M̄
kk′

τ− H̃(2)σD(2)nσH̃(2)τD(2)nτ 1{σ∨τ≤t}

]
=E

[
Ξiji

′j′

σ− Ξklk
′l′

τ− M̄kk′

τ− H̃(2)σD(2)nσH̃(2)τD(2)nτ 1{σ∨τ≤t}E
[
M̄ ii′

σ−|FŜi

]]
.

Since M̄ ii′ is a martingale by the definition, the optional sampling theorem provides

E
[
M̄ ii′

σ−|FŜi

]
= lim

δ↓0
E
[
M̄ ii′

(σ−δ)+ |FŜi

]
= lim

δ↓0
M̄ ii′

Ŝi∧(σ−δ)+
= 0,

which concludes the proof of (a).
(b) Similar to the proof of (a).

Lemma 11.4. Suppose that [A2], [SA4] and [H] are satisfied. Let t ∈ R+. Then:

(a) There is a positive constant C such that

∑
i,i′,j,j′

∫ t

0

Ξiji
′j′

s− dB(2)ns ≤ Ck4n,
∑
i′,j,j′

∫ t

0

Ξiji
′j′

s dB(2)ns ≤ Cr̄nk
4
n.

(b) There is a positive constant C such that

∑
i,i′,j,j′

∫ t

0

Λiji
′j′

s− dB(4)ns ≤ Ck4n,
∑
i′,j,j′

∫ t

0

Λiji
′j′

s− dB(4)ns ≤ Cr̄nk
4
n.
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Proof. Since
∑
i K̄

ij
s− ≲ kn, we have

∑
i,i′,j,j′ Ξ

iji′j′

s− ≲ k2n
∑
j,j′
∑kn−1
q,q′=0 Ĵ

j+q
s− Ĵj

′+q′

s− . Therefore, we obtain

∑
i,i′,j,j′

∫ t

0

Ξiji
′j′

s− dB(2)ns ≲ k2n

kn−1∑
q,q′=0

∫ t

0

∑
j,j′

Ĵj+qs− Ĵj
′+q′

s− dB(2)ns ≤ k2n

kn−1∑
q,q′=0

B(2)nt ≲ k4n

by [H](iv).
On the other hand, since

∑
i′,j,j′

Ξiji
′j′

s− ≲
kn−1∑
q,q′=0

∑
j,j′

K̄ij
s−Ĵ

j+q
s− Ĵj

′+q′

s−

∑
i′

K̄i′j′

s− ≲ kn

kn−1∑
q,q′=0

∑
j,j′

K̄ij
s−Ĵ

j+q
s− Ĵj

′+q′

s− ,

we have ∑
i′,j,j′

∫ t

0

Ξiji
′j′

s dB(2)ns ≲ kn

kn−1∑
q,q′=0

∑
j,j′

∫ t

0

K̄ij
s−Ĵ

j+q
s− Ĵj

′+q′

s− dB(2)ns ≤ k2n

kn−1∑
q=0

∑
j

K̄ij
t B(2)n(Ĵj+q)t

because
∑
j′ Ĵ

j+q
s− Ĵj

′+q′

s− ≤ Ĵj+qs− and K̄ij
s− ≤ K̄ij

t for s ∈ [0, t]. Therefore, we obtain
∑
i′,j,j′

∫ t
0
Ξiji

′j′

s dB(2)ns ≲ r̄nk
4
n

due to [H](iv). Consequently, we complete the proof of (a). Similarly we can also prove (b).

Lemma 11.5. Suppose that [A2], [SA4] and [H] are satisfied. Let r ∈ [2, 4].

(a) There exists a positive constant Cr such that E
[
|M̄ ii′ |rt

∣∣FŜi∧i′

]
≤ Cr(knr̄n)

r for any t ∈ R+ and any i, i′ ∈ N.
(b) There exists a positive constant C ′

r such that E
[
|L̄ij |rt

∣∣FR∧(i,j)

]
≤ C ′

r(knr̄n)
r for any t ∈ R+ and any i, j ∈ N.

Proof. (a) First, since ⟨M̄n
α (I)i⟩t =

∑kn−1
p=0 (αnp )

2⟨Mn⟩(Îi+p)t, we have ⟨M̄n
α (I)i⟩t ≲ knr̄n. Similarly we can show

⟨M̄ ′n
α′ (I)i

′⟩t ≲ knr̄n. Therefore, by the Kunita-Watanabe inequality we obtain

E
[∣∣∣⟨M̄n

α (I)i, M̄ ′n
α′ (I)i

′
⟩t
∣∣∣r ∣∣FŜi∧i′

]
≲ (knr̄n)

r.

Next, the Burkholder-Davis-Gundy inequality and [H](i) yield

E
[∣∣M̄n

α (I)i
∣∣2r ∣∣FŜi

]
≲E

[{
kn−1∑
p=0

(αnp )
2[Mn](Îi+p)t

}r ∣∣FŜi

]
≤ kr−1

n

kn−1∑
p=0

(αnp )
2E
[
[Mn](Îi+p)rt

∣∣FŜi

]
≲(knr̄n)

r.

Similarly we can also show E

[∣∣∣M̄ ′n
α′ (I)i

′
∣∣∣2r ∣∣FŜi′

]
≲ (knr̄n)

r. Therefore, by the Schwarz inequality we obtain

E
[∣∣∣M̄n

α (I)iM̄ ′n
α′ (I)i

′
∣∣∣r ∣∣FŜi′

]
≲ (knr̄n)

r.

Consequently, we complete the proof of (a).
(b) Similar to the proof of (a).

Lemma 11.6. Suppose [A2], [SA4] and [H]. Then we have

b−1/2
n

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ⟨L̄ijα,β(M
n, Nn), L̄i

′j′

α′,β′(M
′n, N ′n)⟩t

=b−1/2
n

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • V iji
′j′

α,β;α′,β′(M
n, Nn;M ′n, N ′n)t + op

(
k4n
)

as n→ ∞ for every t ∈ R+.

Proof. We decompose the target quantity as∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ⟨L̄ijα,β(M
n, Nn), L̄i

′j′

α′,β′(M
′n, N ′n)⟩t −

∑
i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • V iji
′j′

α,β;α′,β′(M
n, Nn;M ′n, N ′n)t

=∆1,t +∆2,t +∆3,t +∆4,t,
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where

∆1,t =
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ({M̄n
α (Î)i−M̄ ′n

α′ (Î)i
′

−} • ⟨N̄n
β (Ĵ )j , N̄ ′n

β′ (Ĵ )j
′
⟩)t

−
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • (⟨M̄n
α (Î)i, M̄ ′n

α′ (Î)i
′
⟩− • ⟨N̄n

β (Ĵ )j , N̄ ′n
β′ (Ĵ )j

′
⟩)t,

∆2,t =
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ({N̄n
β (Ĵ )j−N̄

′n
β′ (Ĵ )j

′

−} • ⟨M̄n
α (Î)i, M̄ ′n

α′ (Î)i
′
⟩)t

−
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • (⟨N̄n
β (Ĵ )j , N̄ ′n

β′ (Ĵ )j
′
⟩− • ⟨M̄n

α (Î)i, M̄ ′n
α′ (Î)i

′
⟩)t

and

∆3,t =
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ({M̄n
α (Î)i−N̄ ′n

β′ (Ĵ )j
′

−} • ⟨N̄n
β (Ĵ )j , M̄ ′n

α′ (Î)i
′
⟩)t

−
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • (⟨M̄n
α (Î)i, N̄ ′n

β′ (Ĵ )j
′
⟩− • ⟨N̄n

β (Ĵ )j , M̄ ′n
α′ (Î)i

′
⟩)t,

∆4,t =
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • ({N̄n
β (Ĵ )j−M̄

′n
α′ (Î)i

′

−} • ⟨M̄n
α (Î)i, N̄ ′n

β′ (Ĵ )j
′
⟩)t

−
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− ) • (⟨N̄n
β (Ĵ )j , M̄ ′n

α′ (Î)i
′
⟩− • ⟨M̄n

α (Î)i, N̄ ′n
β′ (Ĵ )j

′
⟩)t.

Consider ∆1,t first. By the use of associativity and linearity of integration, we can rewrite ∆1,t as

∆1,t =
∑

i,j,i′,j′

{
(K̄ij

− K̄
i′j′

− )M̄ ii′

−

}
• ⟨N̄n

β (Ĵ )j , N̄ ′n
β′ (Ĵ )j

′
⟩t.

Moreover, we have

⟨N̄n
β (Ĵ )j , N̄ ′n

β′ (Ĵ )j
′
⟩t =

kn−1∑
q,q′=0

βnq β
′n
q′ (Ĵ

j+q
− Ĵj

′+q′

− ) • ⟨Nn, N ′n⟩t

=

kn−1∑
q,q′=0

βnq β
′n
q′ (Ĵ

j+q
− Ĵj

′+q′

− H(2)D(2)n) •B(2)nt ,

hence we obtain

∆1,t =
∑

i,j,i′,j′

∫ t

0

Ξiji
′j′

s− M̄ ii′

s−H(2)sD(2)nsdB(2)ns .

Let Rt := H(2)t − H̃(2)t. Then we have (∆1,t)
2 = I+ II+ III+ IV, where

I =
∑

i,i′,j,j′

∑
k,k′,l,l′

∫ t

0

∫ t

0

Ξiji
′j′

s− Ξklk
′l′

r− M̄ ii′

s−M̄
kk′

r− H̃(2)sD(2)ns H̃(2)rD(2)nr dB(2)nsdB(2)nr ,

II =
∑

i,i′,j,j′

∑
k,k′,l,l′

∫ t

0

∫ t

0

Ξiji
′j′

s− Ξklk
′l′

r− M̄ ii′

s−M̄
kk′

r− H̃(2)sD(2)nsRrD(2)nr dB(2)nsdB(2)nr ,

III =
∑

i,i′,j,j′

∑
k,k′,l,l′

∫ t

0

∫ t

0

Ξiji
′j′

s− Ξklk
′l′

r− M̄ ii′

s−M̄
kk′

r− RsD(2)ns H̃(2)rD(2)nr dB(2)nsdB(2)nr ,

IV =
∑

i,i′,j,j′

∑
k,k′,l,l′

∫ t

0

∫ t

0

Ξiji
′j′

s− Ξklk
′l′

r− M̄ ii′

s−M̄
kk′

r− RsD(2)nsRrD(2)nr dB(2)nsdB(2)nr .
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The condition [H](ii) and the Schwarz inequality yield

|II|

≲

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− M̄ ii′

s−|dB(2)ns

 ∑
k,k′,l,l′

∫ t

0

|Ξklk
′l′

r− M̄ ii′

r−Rr|dB(2)nr


≤

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− |dB(2)ns

1/2 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|2dB(2)ns

 ∑
k,k′,l,l′

∫ t

0

|Ξklk
′l′

r− ||Rr|2dB(2)nr

1/2

,

hence by Lemma 11.4(a) and the Schwarz inequality we obtain

E[|II|] ≲ k2n

E

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|2dB(2)ns

2
E

 ∑
k,k′,l,l′

∫ t

0

|Ξklk
′l′

r− ||Rr|2dB(2)nr




1/2

.

By the Schwarz inequality and Lemma 11.4(a) we have

E


 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|2dB(2)ns

2


≤E

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− |dB(2)ns

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|4dB(2)ns

 ≲ k4nE

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|4dB(2)ns

 .
Moreover, since B(2)n is a deterministic nondecreasing process or a G(n)-adapted point process, by Lemma 11.2
we have

E

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|4dB(2)ns

 = E

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− |E
[
|M̄ ii′

s−|4
∣∣FSi∧i′

]
dB(2)ns

 ,
hence by Lemma 11.5(a) and Lemma 11.4(a) we obtain

E


 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|2dB(2)ns

2
 ≲ k8n(knr̄n)

4.

On the other hand, since B(2)n is a deterministic nondecreasing process or a G(n)-adapted point process, by Lemma
11.2 we obtain

E

 ∑
k,k′,l,l′

∫ t

0

|Ξklk
′l′

r− ||Rr|2dB(2)nr

 = E

 ∑
k,k′,l,l′

∫ t

0

|Ξklk
′l′

r− |E
[
|Rr|2

∣∣G(n)
r

]
dB(2)nr

 ,
and thus [H](iii) and Lemma 11.4(a) yield

E

 ∑
k,k′,l,l′

∫ t

0

|Ξklk
′l′

r− ||Rr|2dB(2)nr

 ≲ b
(ξ− 1

2 )(1−λ)
n k4n

for any λ > 0. Consequently, we conclude that E[|II|] ≲ (knr̄n)
2b
(ξ− 1

2 )
1−λ
2

n k8n, and thus we obtain

b−1
n |II| = Op

(
b
−1+2(ξ′− 1

2 )+(ξ−
1
2 )

1−λ
2

n k8n

)
= Op

(
b
2(ξ′−ξ)+ 5

2 (ξ−
9
10 )−

λ
2 (ξ−

1
2 )

n k8n

)
.

Since ξ′ > ξ > 9/10 and λ > 0 can be taken arbitrarily small, we conclude that b−1
n II = op(k

8
n). In a similar

manner, we can show that b−1
n III = op(k

8
n) and b

−1
n IV = op(k

8
n).
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Next, we evaluate E[I]. In light of Lemma 11.3(a), the terms contribute to the sum only when |i−k|∧|i′−k| < kn
or |i− k′| ∧ |i′ − k′| < kn. Therefore, [H](ii) and the Schwarz inequality yield

|E[I]|

≲
∑
j,j′,l,l′


∑

i,i′,k,k′

|i−k|<kn

+
∑

i,i′,k,k′

|i′−k|<kn

+
∑

i,i′,k,k′

|i−k′|<kn

+
∑

i,i′,k,k′

|i′−k′|<kn

E

[∫ t

0

∫ t

0

|Ξiji
′j′

s Ξklk
′l′

r M̄ ii′

s−M̄
ii′

r−|dB(2)ns dB(2)nr

]

=:A1 +A2 +A3 +A4.

Consider A1. We rewrite it as

A1 =
∑

i,k:|i−k|<kn

E

∑
i′,j,j′

∫ t

0

|Ξiji
′j′

s M̄ ii′

s−|dB(2)ns

∑
k′,l,l′

∫ t

0

|Ξklk
′l′

s M̄ ii′

s−|dB(2)ns

 .
Then by the Schwarz inequality and the inequality of arithmetic and geometric means we obtain

A1 ≤ kn
∑
i

E


∑
i′,j,j′

∫ t

0

|Ξiji
′j′

s M̄ ii′

s−|dB(2)ns

2
 .

Therefore, by the Schwarz inequality and the second inequality of Lemma 11.4(a) we obtain

A1 ≲ knr̄nk
4
nE

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s ||M̄ ii′

s−|2dB(2)ns

 .
Since B(2)n is a deterministic nondecreasing process or a G(n)-adapted point process, by Lemma 11.2 we have

E

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− ||M̄ ii′

s−|2dB(2)ns

 = E

 ∑
i,i′,j,j′

∫ t

0

|Ξiji
′j′

s− |E
[
|M̄ ii′

s−|2
∣∣FSi∧i′

]
dB(2)ns

 ,
hence by Lemma 11.5(a) and Lemma 11.4(a) we obtain A1 ≲ knr̄nk

8
n(knr̄n)

2 = k8n(knr̄n)
3. Similarly we can also

show that Al ≲ k8n(knr̄n)
3 for l ∈ {2, 3, 4}. Consequently, we have |E[I]| ≲ k8n(knr̄n)

3, so that we conclude that

b−1
n |E[I]| = o(k8n) because b

−1
n (knr̄n)

3 = O(b
3ξ′− 5

2
n ) = o(1).

After all, we conclude that b
−1/2
n ∆1,t = op(k

4
n). By symmetry, we also obtain b

−1/2
n ∆2,t = op(k

4
n).

Next we consider ∆3,t. By the use of associativity and linearity of integration, we have

∆3,t =
∑

i,j,i′,j′

(K̄ij
− K̄

i′j′

− L̄ij
′

− ) • ⟨M̄ ′n
α′ (Î)i

′
, N̄n

β (Ĵ )j⟩t.

Moreover, we have

⟨M̄ ′n
α′ (Î)i

′
, N̄n

β (Ĵ )j⟩t =
kn−1∑
p,q=0

α′n
p β

n
q (Î

i′+p
− Ĵj+q− ) • ⟨M ′n, Nn⟩t

=

kn−1∑
p,q=0

α′n
p β

n
q {Î

i′+p
− Ĵj+q− H(4)D(4)n} •B(4)nt ,

hence we obtain

∆3,t =
∑

i,j,i′,j′

∫ t

0

Λiji
′j′

s− L̄ij
′

s−H(4)sD(4)ns dB(4)ns .

Therefore, using Lemma 11.3(b), Lemma 11.4(b) and Lemma 11.5(b) instead of Lemma 11.3(a), Lemma 11.4(a)
and Lemma 11.5(a) respectively, we can adopt an argument similar to the above one. After all, we conclude that

b
−1/2
n ∆3,t = op(k

4
n). By symmetry, we also obtain b

−1/2
n ∆4,t = op(k

4
n).
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Proof of Proposition 4.4. By a localization procedure, we may assume that [SA3], [SA4], [SN] and [SC3] hold
instead of [A3], (6.1), [N] and [C3] respectively.

Lemma 11.6 implies that it is sufficient to prove that the condition [H] holds for Mn,M ′n ∈ {X,EX ,ZX} and
Nn, N ′n ∈ {Y,EY ,ZY }, but it immediately follows from [SA3], [SA4], [SN] and [SC3].

12 Proof of Theorem 4.1 and 4.2

Before starting the proof, we strengthened the conditions [A5] and [A6] as follows:

[SA5] We have [A5], and the processes AX , AY , AX , AY , (AX)′, (AY )′, (AX)′ and (AY )′ are bounded. Furthermore,
there exist a positive constant C and λ ∈ (0, 3/4) satisfying

E
[
|ft − fτ∧t|2

∣∣Fτ∧t] ≤ C|t− τ |1−λ (12.1)

for every t > 0 and any bounded F(0)-stopping time τ , for the density processes f = (AX)′, (AY )′, (AX)′ and
(AY )′.

[SA6] There exists a positive constant C such that b−1
n Hn(t) ≤ C for every t.

The following lemma can be shown by arguments analogous to those used in the proofs of Lemma 13.1 and 13.2
in [24].

Lemma 12.1. Suppose that [A2] and [SA4] are satisfied. Let (Mn) be a sequence of square-integrable martingales
such that there exists a positive constant C1 satisfying

sup
q∈N

⟨Mn⟩(Ĵq)t ≤ C1r̄n (12.2)

for any t ∈ R+ and any n ∈ N. Let α, β ∈ Φ and let A be an F(0)-adapted process with a bounded derivative such
that there are a positive constant C2 and a constant λ ∈ (0, 3/4) satisfying

E
[
(A′

t −A′
τ∧t)

2
∣∣Fτ∧t] ≤ C2|t− τ |1−λ (12.3)

for any t ∈ R+ and any bounded F(0)-stopping time τ . Let Dn be a càdlàg G(n)-adapted process for each n and
suppose that supn |Dn| is a bounded process. Set An = Dn •A and define

It =
∞∑

i,j=1

K̄ij
− • {Ānα(Î)i− • M̄n

β (Ĵ )j}t, IIt =
∞∑

i,j=1

K̄ij
− • {M̄n

β (Ĵ )j− • Ānα(Î)i}t.

for each t ∈ R+. Then

(a) b
−1/4
n sup0≤s≤t |Is| = op(k

2
n) for every t.

(b) b
−1/4
n |IIt| = op(k

2
n) for every t.

(c) Suppose that [SC1]-[SC2] and [SA6] are fulfilled. Then b
−1/4
n sup0≤s≤t |IIs| = op(k

2
n) for every t if Mn ∈

{MY ,EY ,MY }.

Proof. (a) The process I is clearly a locally square-integrable martingale with the predictable quadratic variation

⟨I⟩t =
∞∑

i,i′,j,j′=1

K̄ij
− K̄

i′j′

− Ānα(Î)i−Ānα(Î)i
′

− • ⟨M̄n
β (Ĵ )j , M̄n

β (Ĵ )j
′
⟩t.

Since

⟨M̄n
β (Ĵ )j , M̄n

β (Ĵ )j
′
⟩t =

kn−1∑
q,q′=0

βnq β
n
q′ Ĵ

j+q
− Ĵj

′+q′

− • ⟨Mn⟩t,

we have

⟨I⟩t =
∞∑

i,i′,j,j′=1

kn−1∑
q,q′=0

βnq β
n
q′K̄

ij
− K̄

i′j′

− Ānα(Î)i−Ānα(Î)i
′

−Ĵ
j+q
− Ĵj

′+q′

− • ⟨Mn⟩t

=

∞∑
i,i′,q=1

q∑
j,j′=(q−kn+1)∨1

βnq−jβ
n
q−j′K̄

ij
− K̄

i′j′

− Ānα(Î)i−Ānα(Î)i
′

−Ĵ
q
− • ⟨Mn⟩t.
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Moreover, since |Ānα(Î)is| ≲
∑kn−1
p=0 |Îi+p(t)| and K̄ij

s ≤ K̄ij
t if s ≤ t , we have

⟨I⟩t ≲
∞∑

i,i′,q=1

q∑
j,j′=(q−kn+1)∨1

kn−1∑
p,p′=0

K̄ij
t K̄

i′j′

t |Îi+p(t)||Îi
′+p′(t)|⟨Mn⟩(Ĵq)t,

and thus [SA4] and (12.2) yields

⟨I⟩t ≲ knr̄
2
n

∞∑
i,i′,q=1

q∑
j,j′=(q−kn+1)∨1

kn−1∑
p=0

K̄ij
t K̄

i′j′

t |Îi+p(t)|.

Since
∑∞
i′=1 K̄

i′j′

t ≲ kn, we have

⟨I⟩t ≲ k3nr̄
2
n

∞∑
i,q=1

q∑
j=(q−kn+1)∨1

kn−1∑
p=0

K̄ij
t |Îi+p(t)| = k3nr̄

2
n

kn−1∑
p,q=0

∞∑
i=1

|Îi+p(t)|
∞∑
j=1

K̄ij
t .

Since
∑∞
i=1 |Îi+p(t)| ≤ t and

∑∞
j=1 K̄

ij
t ≲ kn, we obtain ⟨I⟩t ≲ k6nr̄

2
n, and thus we have b

−1/2
n ⟨I⟩t = Op(k

4
n ·b

2ξ′−3/2
n ) =

op(k
4
n) because ξ

′ > 9/10. The Lenglart inequality implies that b
−1/4
n sup0≤s≤t |Is| = op(k

2
n) as desired.

(b) We rewrite the target quantity as

IIt =
∞∑

i,j=1

kn−1∑
p=0

αnp K̄
ij
− M̄

n
β (Ĵ )j−Î

i+p
− Dn •At

=

∞∑
i,j=1

kn−1∑
p=0

αnpA
′
T̂ j

∫ t

0

K̄ij
s Î

i+p
s Dn

s M̄
n
β (Ĵ )jsds+

∞∑
i,j=1

kn−1∑
p=0

αnp

∫ t

0

K̄ij
s Î

i+p
s Dn

s M̄
n
β (Ĵ )js{A′

s −A′
T̂ j}ds

=:II1,t + II2,t.

First we claim that b
−1/4
n II1,t = op(k

2
n) as n→ ∞. Since A′

T̂ j
A′
T̂ j′ K̄

ij
s Î

i+p
s Dn

s K̄
i′j′

u Îi
′+p′

u Dn
u is FT̂ j∨j′ -measurable

due to Lemma 11.2 and E[M̄n
β (Ĵ )jsM̄

n
β (Ĵ )j

′

u |FT̂ j∨j′ ] = 0 if |j − j′| > kn − 1 due to the optional sampling theorem,
we have

E[II21,t]

=
∑
i,i′

∑
j,j′:|j−j′|≤kn

kn−1∑
p,p′=0

αnpα
n
p′

∫ t

0

∫ t

0

E
[
A′
T̂ jA

′
T̂ j′ K̄

ij
s Î

i+p
s Dn

s K̄
i′j′

u Îi
′+p′

u Dn
uM̄

n
β (Ĵ )jsM̄

n
β (Ĵ )j

′

u

]
dsdu

≲
∑
i,i′

∑
j,j′:|j−j′|≤kn

kn−1∑
p,p′=0

∫ t

0

∫ t

0

E
[
K̄ij
s Î

i+p
s K̄i′j′

u Îi
′+p′

u

{
|M̄n

β (Ĵ )js|2 + |M̄n
β (Ĵ )j

′

u |2
}]

dsdu.

On the other hand, the optional sampling theorem and (12.2) yield

E
[
|M̄n

β (Ĵ )js|2
∣∣FT̂ j

]
= E

[
⟨M̄n

β (Ĵ )js⟩
∣∣FT̂ j

]
=

kn−1∑
q=0

(βnq )
2E
[
⟨Mn⟩(Ĵj+q)t

∣∣FT̂ j

]
≲ knr̄n. (12.4)

Since K̄ij
s Î

i+p
s K̄i′j′

u Îi
′+p′

u is FT̂∧(j,j′)-measurable by Lemma 11.2, we obtain

E[II21,t] ≲knr̄nE

∑
i,i′

∑
j,j′:|j−j′|≤kn

kn−1∑
p,p′=0

K̄ij
t |Îi+p(t)|K̄i′j′

t |Îi
′+p′(t)|

 .
Therefore, [SA4] and (3.2) imply that

E[II21,t] ≲ k4nr̄
2
nE

∑
i,j

kn−1∑
p=0

K̄ij
t |Îi+p(t)|

 = k4nr̄
2
nE

kn−1∑
p=0

∞∑
i=1

|Îi+p(t)|
∞∑
j=1

K̄ij
t

 .
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Since
∑∞
i=1 |Îi+p(t)| ≤ t and

∑∞
j=1 K̄

ij
t ≲ kn, we conclude that E[II21,t] ≲ k6nr̄

2
n, hence b

−1/4
n II1,t = op(k

2
n).

Next we estimate II2,t. By Lemma 11.2 we have

E[|II2,t|] ≲
∞∑

i,j=1

kn−1∑
p=1

E

[∫ t

0

K̄ij
s Î

i+p
s E

[
|M̄n

β (Ĵ )js(A
′
s −A′

T̂ j )|
∣∣FT j

]
ds

]
,

hence by the Schwarz inequality and (12.4) we obtain

E[|II2,t|] ≲ (knr̄n)
1
2

∞∑
i,j=1

kn−1∑
p=1

E

[∫ t

0

K̄ij
s Î

i+p
s

{
E
[
(A′

s −A′
T̂ j )

2
∣∣FT j

]}1/2

ds

]
.

Moreover, if Īi ∩ J̄j ̸= ∅ we have |s− T̂ j | ≤ |Ŝi+kn − T̂ j | ∨ |Ŝi − T̂ j | ≤ (Ŝi+kn − Ŝi) + (T̂ j+kn − T̂ j) ≤ 2knrn(t) for
any s ∈ Īi. Hence by [SA4] and (12.3) we conclude that

E[|II2,t|] ≲ (knr̄n)
1−λ

2

∞∑
i,j=1

kn−1∑
p=1

E

[∫ t

0

K̄ij
s Î

i+p
s ds

]
≤ (knr̄n)

1−λ
2E

kn−1∑
p=1

∞∑
i=1

|Îi+p(t)|
∞∑
j=1

K̄ij
t


for some λ ∈ (0, 3/4). Since

∑∞
i=1 |Îi+p(t)| ≤ t and

∑∞
j=1 K̄

ij
t ≲ kn, we conclude that E[|II2,t|] ≲ k2n(knr̄n)

1−λ/2,

hence b
−1/4
n II2,t = Op(k

2
nb

(ξ′−1/2)(1−λ/2)−1/4
n ) = op(k

2
n) because ξ

′ > 9/10 and λ ∈ (0, 3/4).

Consequently, we obtain b
−1/4
n IIt = op(k

2
n) as n→ ∞ for every t.

(c) In light of (b), it is sufficient to show that (b
−1/4
n k−2

n II)n∈N is C-tight.
Fix a T > 0. Rewrite II as

IIt =
∞∑
j=1

{M̄n
β (Ĵ )j−Υ

j
−} •At,

where Υjs =
∑∞
i=1

∑kn−1
p=0 αnp K̄

ij
s Î

i+p
s Dn

s for each s ∈ R+. Then for 0 ≤ s < t ≤ T

b−1/4
n |IIt − IIs| ≤ b−1/4

n

∞∑
j=1

∫ t

s

∣∣∣M̄n
β (Ĵ )ju

∣∣∣ |A′
u|
∣∣Υju∣∣du

≤


∞∑
j=1

∫ t

s

(
b−1/4
n M̄n

β (Ĵ )ju

)2 ∣∣Υju∣∣ du


1/2
∞∑
j=1

∫ t

s

(A′
u)

2 ∣∣Υju∣∣du


1/2

≲ kn(t− s)1/2Θn(T )
1/2,

where

Θn(·) =
∞∑
j=1

∫ ·

0

(
M̄n
β (Ĵ )ju

)2
Υjudu.

Since Υju is FT̂ j -measurable due to Lemma 11.2,

E[Θn(T )] = E

 ∞∑
j=1

∫ T

0

E

[(
b−1/4
n M̄n

β (Ĵ )ju

)2 ∣∣FT̂ j

]
Υjudu

 = E

 ∞∑
j=1

∫ T

0

b−1/2
n ⟨M̄n

β (Ĵ )j⟩uΥjudu


≤ E

b−1/2
n

kn−1∑
p=0

∞∑
i,j=1

⟨M̄n
β (Ĵ )j⟩T K̄ij

T |Îi+p(T )|

 ≤ E

b−1/2
n

kn−1∑
p,q=0

∞∑
i,j=1

K̄ij
T |Îi+p(T )|⟨Mn⟩(Ĵj+q)T

 .
If Mn =MY or Mn = MY , [SC1] yields

b−1/2
n

kn−1∑
p,q=0

∞∑
i,j=1

K̄ij
T |Îi+p(T )|⟨Mn⟩(Ĵj+q)T ≲ b−1/2

n

kn−1∑
p,q=0

∞∑
i,j=1

K̄ij
T |Îi+p(T )||Ĵj+q(T )|

≲b−1
n

kn−1∑
p,q=0

 ∞∑
i=1

|Îi+p(T )|2 +
∞∑
j=1

|Ĵj+q(T )|2
 ≤ 4k2n · b−1

n Hn(T ),
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and thus by [SA6] we obtain E[Θn(T )] ≲ k2n. On the other hand, if Mn = EY , [SC2] yields

b−1/2
n

kn−1∑
p,q=0

∞∑
i,j=1

K̄ij
T |Îi+p(T )|⟨Mn⟩(Ĵj+q)T ≲ k−1

n

kn−1∑
p,q=0

∞∑
i,j=1

K̄ij
T |Îi+p(T )|1{T̂ j+q≤T}

≲
kn−1∑
p=0

∞∑
i=1

|Îi+p(T )|
∞∑
j=1

K̄ij
T ≲ k2n,

and thus again we obtain E[Θn(T )] ≲ k2n.
After all, for any η > 0 we have

sup
n∈N

P
[
w(b−1/4

n k−2
n II; δ, T ) ≥ η

]
≤ sup
n∈N

P
[
k−1
n δ1/2Θn(T )

1/2 ≥ η
]
≤ η−2δ sup

n∈N
k−2
n E[Θn(T )] → 0

as δ → 0 if Mn ∈ {MY ,EY ,MY }, and thus we complete the proof of (c).

Lemma 12.2. Suppose that [A2]-[A5], [N] and [C3] hold. Then:

(a) Suppose [A6] holds. b
−1/4
n {Mn − M̃n} ucp−−→ 0 as n→ ∞, where

M̃n
t =

1

(ψHY kn)2

∞∑
i,j=0

K̄ij
t

{
L̄g,g(M

X ,MY )ijt + L̄g′,g′(U
X ,UY )ijt + L̄g,g′(M

X ,UY )ijt + L̄g′,g(U
X ,MY )ijt

}
and UX = EX + (kn

√
bn)

−1MX , UY = EY + (kn
√
bn)

−1MY .

(b) b
−1/4
n ⟨M̃n, N⟩t →p 0 as n→ ∞ for any N ∈ {MX ,MY ,MX ,MY } and every t.

Proof. By a localization procedure, we can assume that [SA3]-[SA6], [SN] and [SC3] instead of [A3]-[A6], [N] and
[C3] respectively. Then, (a) immediately follows from Lemma 12.1. On the other hand, forN ∈ {MX ,MY ,MX ,MY }
we have

⟨M̃n, N⟩t

=
1

(ψHY kn)2

∞∑
i,j=0

(
K̄ij

− •
{
M̄X
g (Î)i− • ⟨MY , N⟩g(Ĵ )j

}
t
+ K̄ij

− •
{
M̄Y
g (Ĵ )j− • ⟨MX , N⟩g(Î)

i
}
t

+ K̄ij
− •

{
Ū
Y
g′(Ĵ )j− • ⟨MX , N⟩g(Î)

i
}
t
+ K̄ij

− •
{
M̄X
g (Î)i− • ⟨MY ,MX⟩g′(Ĵ )j

}
t

+ K̄ij
− •

{
M̄Y
g (Ĵ )j− • ⟨MX , N⟩g′(Î)

i
}
t
+ K̄ij

− •
{
Ū
X
g′ (Î)i− • ⟨MY , N⟩g(Ĵ )j

}
t

+ K̄ij
− •

{
Ū
Y
g′(Ĵ )j− • ⟨MX , N⟩g′(Î)

i
}
t
+ K̄ij

− •
{
Ū
X
g′ (Î)i− • ⟨MY , N⟩g(Ĵ )j

}
t

)
,

hence Lemma 12.1(b) yields ⟨M̃n, N⟩t = op(b
1/4
n ) because (12.3) for A = ⟨L,M⟩ (L,M = MX ,MY ,MX ,MY )

holds by [SA3] and the processes I and J are G(n)-adapted by [A2].

Proof of Theorem 4.1. Note that [A1′] implies [C3] due to Lemma 10.4, in all cases (a), (b) and (c), [A2]-[A6], [N]

and [C3] hold; hence Lemma 12.2(a) allows us to consider M̃n instead of Mn. Moreover, [B2] holds by Proposition
4.4, [C1] hold by [A3], and for the case (b) [A1](i)-(iii) and [W] with w given by (3.7) hold by Lemma 4.6(a)-(g),
while for the case (c) [A1] and [W] with w given by (3.8) hold by Lemma 4.6. Therefore, we complete the proof
due to Lemma 12.2(b) and Proposition 4.2.

Proof of Theorem 4.2. Note that we do not need the condition [A6] in order to verify the condition [B1] (see
the proof of Lemma 12.1(b) and Lemma 12.2), an argument similar to the proof of Theorem 4.1 completes the
proof.

13 Proof of Theorem 5.1

By a localization procedure, we may assume that [SC1]-[SC3], (6.1) and (6.4) hold.
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According to Lemma 4.2, it is sufficient to prove Mn ucp−−→ 0. Therefore, it is sufficient to show that

sup
0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s

{
V̄α(Î)i− • W̄β(Ĵ )j

}
s

∣∣∣∣∣∣ = op(k
2
n), sup

0≤s≤t

∣∣∣∣∣∣
∑
i,j

K̄ij
s

{
W̄β(Ĵ )j− • V̄α(Î)i

}
s

∣∣∣∣∣∣ = op(k
2
n) (13.1)

as n → ∞ for any (V, α) ∈ {(MX , g), (EX , g′), (MX , g′), (AX , g), (AX , g′)}, (W,β) ∈ {(MY , g), (EY , g′), (MY , g′),
(AY , g), (AY , g′)} and t > 0.

Consider the first equation of (13.1). Let Hs =
∑
i,j K̄

ij
s V̄α(Î)i− • W̄β(Ĵ )js. First we assume that (W,β) ∈

{(MY , g), (EY , g′), (MY , g′)}. By an argument similar to the proof of Lemma 4.3, we can rewrite Hs as Hs =∑
i,j K̄

ij
− • {V̄α(Î)i− • W̄β(Ĵ )j}s., and thus H is a locally square-integrable martingale. Therefore, it is sufficient

to prove ⟨H⟩t = op(k
4
n) as n → ∞ for any t > 0 due to the Lenglart inequality. Since [W̄β(Ĵ )j , W̄β(Ĵ )j

′
]t = 0 if

|j − j′| > kn, we have

[H]s =
∑

i,j,i′,j′:|j−j′|≤kn

K̄ij
− K̄

i′j′

− V̄α(Î)i−V̄α(Î)i
′

− • [W̄β(Ĵ )j , W̄β(Ĵ )j
′
]s.

Hence, (6.4), (6.9), (6.5), the Schwarz inequality and the fact that
∑
i K̄

ij ≲ kn for every j yield

E0 [[H]s] ≲ k2n · knr̄n| log bn|
∑

j,j′:|j−j′|≤kn

[W̄β(Ĵ )j , W̄β(Ĵ )j
′
]s,

and thus [SC1]-[SC3], the Kunita-Watanabe inequality and the inequality of arithmetic and geometric means imply
that E0 [[H]s] ≲ k4n · knr̄n| log bn| = o(k4n) because ξ′ > 1/2. Therefore, we obtain the desired result due to
Proposition 4.50 in [29].

Next we assume that (W,β) ∈ {(AY , g), (AY , g′)}. Then, [SC1], (6.4), (6.5) and the Schwarz inequality yield

E0

[
sup

0≤s≤t
|Hs|

]
≲
√
knr̄n| log bn|

∑
i,j

K̄ij
t

kn−1∑
q=0

|Ĵj+q(t)|,

hence the fact that
∑
i K̄

ij ≲ kn for every j implies E0

[
sup0≤s≤t |Hs|

]
≲
√
knr̄n| log bn| · k2n = o(k2n) because

ξ′ > 1/2.
Consequently, the first equation of (13.1) holds. By symmetry we also obtain the second equation of (13.1), and

thus we complete the proof. □
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Ann. Inst. Henri Poincaré Probab. Stat. 47 (2011) 748–789.

[14] F. Delbaen, W. Schachermayer, A general version of the fundamental theorem of asset pricing, Math. Ann.
300 (1994) 463–520.

[15] R.F. Engle, Z. Sun, When is noise not noise - A microstructure estimate of realized volatility, NYU Working
paper FIN-07-047, New York University, 2007.

[16] T.W. Epps, Comovements in stock prices in the very short run, J. Amer. Statist. Assoc. 74 (1979) 291–298.

[17] M. Fukasawa, Realized volatility with stochastic sampling, Stochastic Process. Appl. 120 (2010) 829–852.

[18] L.R. Glosten, P.R. Milgrom, Bid, ask and transaction prices in a specialist market with heterogeneously
informed traders, Journal of Financial Economics 14 (1985) 71–100.

[19] P.R. Hansen, A. Lunde, Realized variance and market microstructure noise, J. Bus. Econom. Statist. 24 (2006)
127–161.

[20] T. Hayashi, J. Jacod, N. Yoshida, Irregular sampling and central limit theorems for power variations: the
continuous case, Ann. Inst. Henri Poincaré Probab. Stat. 47 (2011) 1197–1218.
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