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OPTIMAL CONSUMPTION/INVESTMENT DECISIONS
IN MARKOVIAN DYNAMIC SYSTEMS

YoicHl KuwaNA *

Abstract

We investigate optimal consumption/investment decision problems in a continuous
financial market where the price fluctuations of assets are assumed to follow Markov
diffusions. Sufficient conditions for the verification of Hamilton-Jacobi-Bellman equation
will be given.

1. Introduction

Consider a financial market on which n + 1 assets are traded in continuous time. The
(n + 1)-th asset is called bond which is assumed to pay a constant return over time. The
price process of the bond is given by pnt1: = pn+41,0¢™, where 7 is a known positive
constant. The other n assets have unpredictable price fluctuations which are modeled as
follows. Let p; = (P14, Pni),t € [0,T] be an R} valued stochastic process whose i-th
component represents price of the i-th asset. We assume {p; }¥ is described by a system of
stochastic differential equations as

(11) dlag{pl_‘tl, ,p;’]t'}dpz = dZt = u(t, Zt)dt -+ EI/Zth,

where {W;}¥ is an n-dimensional standard Brownian motion on (2,0(ps,0 < s < T, P,
p: [0, T} xR™® — R”™ is a continuous function and X is a n x n fixed positive definite matrix.
Additional conditions on g will be imposed later. :

Given initial wealth Xy = zg at time 0, an investor continuously invests his wealth in
this Markovian financial market until time T' < oo. At the same time, he uses some portion
of his wealth for consumption. Assume that his investment is so small compared to the
market’s volume that the prices of assets are not affected by his consumption/investment
strategy. The wealth process {X,}? is expressed as

o = Tigdpig | dPnyig ’
X, x0+/ Xgy —S2 4 : d()—/ cs Xodf
(1.2) 0 o1 Pue Pn+1,6 0

:wo+/ Xgﬂ'édZe-}-/ X {(1—1’1!'5)7‘—-09}(19
Q 1]
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where wg = (m14,...,Mn9)" is the proportion of wealth invested in uncertain assets at
time  and cp is the proportion consumed. We assume that fOT |lms]|?X2ds < oo and
fOT csXsds < co. Hereafter, we only consider {Z,}7 instead of {p,}¥ since they contain
the same information. We abbreviate consumption/investment strategy (=, ¢;),s € [t, 7]
as (m,c) for simplicity. Let §, = 0(ps,0 < 8 < s) = 0(24,0 < 0 < 5) and U = {(m,¢) :
(75, ¢s) is §s-progressively measurable such that X, > 0 as.}. The problem is to find an
optimal strategy (m*,¢*) € 2 which maximizes the expected utility from cumulative con-
sumption and terminal wealth:

(1.3) EF

T
/ e-“Ul(c,X,)ds+e-6TU2(XT)l,
0

where U,(«),7 = 1,2 are strictly increasing and strictly concave utility functions and § € R
is a known positive constant discount rate.

Since the price dynamics (1.1) has a Markovian structure, it is convenient to set the
initial point other than zero. We consider the following maximization problem instead of

(1.3):
i

where 2y C 2 is the set of Markov controls. In this case, the problem (1.4) is equivalent
to

(1.4) sup EF

T
/ e U (¢, X, )ds + e T Uy (X7)
(W,C)EQlM

t

T
(1.5) u(t,z,z)= sup EFP / e"s“Ul(c,X}'x")ds-{-e"&TUg(X}’z")jI,
t

(m,c)EUNM
with the dynamics
S 3

(1.6) Xb™® = g 4 / X2 {(1=Vm,)r —cp} df +/ X" npdZy*

t t

s
(1.7) Zh =z +/ (8, Z;”)dﬁ + El/z(W, - WL).

t

The problem (1.3) can be analyzed via the martingale approach developed by Karatzas,
Lehoczky and Shreve (1987), and, Cox and Huang (1989), and shown to have an optimal
strategy. In general, it is not easy to obtain optimal strategy in an explicit form. However,
if the price dynamics has a Markovian representation as in (1.7), we can derive Hamilton-
Jacobi-Bellman (HJB) equations for the maximization problem (1.5). The HJB equations
are inevitably involved with degeneracy. Thus the standard argument on the validity of
HJB equations based on the non-degeneracy assumption does not apply to the problem.
We amend this drawback by applying Krylov’s (1980) result on stochastic solutions and its
extension by Kuwana (1995b) to Cauchy problems associated with the martingale approach.

The optimal consumption/investment decision problems in continuous time originated
from the work by Merton (1971). Various ramifications and generalizations have been made
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and there is a substantial literature on the subject. A list of important related researches
can be found in Duffie (1996, Chapter 9).

I1. The Martingale Approach
In this section, we review the martingale approach applied to the investment/con-
sumption decision problem. The discussion here entirely relies on Karatzas, Lehoczky and

Shreve (1987).
It is convenient to work with the investment and consumption level processes

I, =n, X,
Cs =c¢; X5, s€[0,T),

rather than the rate processes {m,}% and {c,}7. Since X,e~" = zo — [; rXpe "?df +

*e=m%dX, and by (1.1) and (1.2), we have a strong solution for X, in terms of {ITg}%
1] 0

and {Cy}¥ as follows:

3

s
(2.1) Xs=¢e"" {Ig +/ e "? {Hé(u(@, Zg) —7rl)— Cg}d9 +/ e"gﬂgz’idW9}.
0 g

In order to eliminate IT term of the drift from the r.hs. of (2.1), we define a probability
measure P on (Q,Fr) as

P(A) = EP[14M3] for A€ Jr,

where
M; = expl—/ (1(8, Zo) — r1)'E~3dW,
t
- %/ (u(8, Zy) — 1) (u(0, Zo) — rl)dOl , 0<t<s<T.
13

We assume the following condition:
Condition 2.1. {M?}} is a P-martingale.
Remark. A sufficient condition for Condition 2.1 is of course the Novikov condition:

T
Eexp %/ 1=~ 3 (u(s, Z,) — r1)||?ds| < oo.
0
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Now, by the Girsanov theorem, W, = N T3 (u(8, Z4) — r1)dd + W, is a standard Brow-
nian motion on (€2, Fr, P) and thus (2.1) can be rewritten as

s 3
2.2 Xse ™ —zg+ e " Cydf = e"eﬂ'Z%dW,;,s €[0,7] as. (P).
0 0 ?

The r.h.s. is a P local martingale. By the condition fOT |lIT5||*ds < oo and the constancy
of X, this local martingale is indeed a martingale (e.g. Protter (1991) p.66). Thus we have

(2.3) EP [X,e_”—{-/ e_'ocgdﬁ] =z
0

forall 0<s<T.
Conversely, suppose a consumption level process {C,;}? and a terminal wealth X
satisfy (2.3). We show that there exists a corresponding investment level process. Define a

process {Y;}% as
3} —/ Cge“rgdH}, setT].
0

We apply a martingale representation theorem to the P-conditional expectation in the
definition of Y; which is a P-martingale with respect to §s. We cannot, however, directly
apply a ‘classical’ version of representation theorems because of the measurability. Most
theorems require the martingale to be adapted to o(Wpy, 8 < s). Karatzas, Lehoczky and
Shreve (1987) avoid the measurability consideration by converting the P- martingale to a
P-martingale. We employ Karatzas and Xue (1991) Theorem 5.1 here who use Jacod’s
(1977) extension to the representation theorem. Then there exists an F,-progressively

measurable process { H,}I such that foT || Hs||?d8 < oo as. (P) and

- T
(24) Y, :e”{EP XTe_'T+/ Coe™"0do
o]

~ T s - _
(2.5) EF XTe"T+/ Cpe"0dg SJ ::c0+/ HgdW,, s€(0,T] as.(P)
0 0

Now by (2.5) and letting IT, = e"*£~2 H,, the process {Y,}¥ defined in (2.4) is equivalent
to {X,}¥ in (2.2). Also, it is clear that fOT || Zs||?dt < oo as. (P) from Cauchy-Schwarz
inequality. Hence we have the following proposition:

Proposition 2.2. Suppose Assumption 2.1.1 is satisfied. Then given a consumption level
process {C;}} and a terminal wealth X,
(a) there exists a corresponding investment level process {II,}I if and only if

) T
(2.6) EF XTe_rT +/ e_TGngQ = zp.
. U]
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(b) if (2.8) is satisfied, then the corresponding wealth process is given by

S,] — /05 Cge_rodﬁ} ,s €[0,T].

We consider the utility maximization problem in three stages: (1) maximization of the
expected utility from consumption, (2) maximization of the expected utility from terminal
wealth and (3) combine the results of (1) and (2).

Hereafter, we assume that U,(z).: = 1,2 is a strictly increasing, strictly concave C!
function with lim, ;o dU;(a)/da = oo and lim,_,o, dU;(a)/da = 0. Additional assumptions
will be imposed whenever they are necessary. We define the.inverse function I;(y),7 = 1,2
of dU;(z)/dz as I,(y) = z if y = dU;(z)/dz and I;(y) = 0 otherwise. From concavity and
the definition of I;, we have an inequality: U,(L;(y)) — Ui(c) > y(Li(y) — ¢),¢ > 0,y > 0.
This inequality will be used in the maximizations.

First we consider the maximization from consumption only. Let

T
/ e’”Ul(Ca)de] ,
0

and, (IT'*,C*) and {X}*}T be an optimal decision and corresponding wealth process
respectively. It is clear that we must have X1* = 0 a.s. (P), since otherwise the utility
could be increased by allocating the wealth to consumption.

For (t,y,z) € [0,T] x R x R, we define a function

_ T
(2.7) X;=¢e"* {E’P Xre™ T +/ Coe~"0do
0

uy(zg) = ;ug ull€(2q) = ?Tug E

Hi(t,y,2)=FE

T
/ M;e—r@-t)[l (ey+(6—f)(9—t)M;)dg}
t

(2.8) .
=eVE |;/t e=?06-1) exp[K;’y’z]Il(exp[K;’y‘z])dQ} ,
where
K¥* =y 4 (6 —r)(s—t)+ log M}
s 1 i B .
(2.9) =y +/t {6 —r = 2(n(0,2%) = r1)'S7(w(6, Z5%) - r1)}df

—/ (6, Z%) = r1YS-3dW,, s€ft,T]
t

and Z}* is defined by (1.7). In general, it is difficult to compute H;(2,y, z) and G, (¢, y, 2)
defined below directly. However, when Uy () = by log(z+m), b1, m: > 0, we can explicitly
evaluate Gy (t,y, z) and H1(t,y, ). See Kuwana (1995a) for a detailed discussion.

We assume some conditions on Hy:



154 HITOTSUBASHI JOURNAL OF ECONOMICS [December

Condition 2.3. We assume that H(t,y,2) < oo for all (t,y,2z) € [0,T] x R x R*. H, is
continuous and for each (t,z) € [0,T] x R™ strictly decreasing with H,(t, —00,2) = co and
Hi(t,00,2) =0.

Under Condition 2.3, there exists a well-defined inverse function with respect to y, i.e. for
z € (0, 00)

Ki(t,z,z) =y, if Hi(t,y,2) =z.
Let
(2.10) C} = I (exp[K 1 (0w0.2)2)y
Then {C!*}¥ is optimal. To see this, let {C,}T be any consumption level process. By
Proposition 2.2 and the concavity inequality mentioned before, we have

T T
E / e~ %0U (CE)do —E[/ e-"”Ul(cg)do]
0 a
T
>F / e'”exp[K:”C‘(o’x"'z)’z]Il(exp[Kg"cl(o’z"’z)’z])dﬂ
0

T
- F / e~ exp[Kf"C‘(0""")"]03(10
0

T
/ Mge"oll(exp[Kg’lc‘(o’“")"])dGJ
0

}

= exp[K1(0, zo, z)]{Hl(O,ICI(O,xo, z),2) — EP

=exp[K1(0, zg, z)]{E

T

0

T
/ e~ "0 Cydb }
0

(since E[14M{]) = E[1,M7], A € §5,0 € [0,7] and by Fubini’s theorem)
> exp[K1(0, z0)] (zo — z0)
=0.

Thus {C!*}I maximizes u;(zo). Hence by Proposition 2.2, we have the following proposi-
tion.

Proposition 2.4. Suppose Conditions 2.1 and 2.3 are satisfied. Then there exist an
investment level process {IT}*}T corresponding to C'* defined by (2.10) and a terminal

wealth X4* = 0. (II'*,C™) maximizes u} " (zo). The optimal wealth process is given by

- T 3
X;*=e" {EP / Cy*e "0do -/ c,}*e-'ede}
0 0
5.

Bs

(2.11)

T
=F / e_T(G_J)M;Il(exp[I\,g”cl(ov‘vﬂxz),Z])de

3
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and the maximized expected utility is expressed as
(212) U1(13[J) = gl(oxK:l(Omelz):z)

where

T
(2.13) Gi(t,y,2) = B / e~ @=IU, (I (exp[K{**]))dd |
1

Next we consider the maximization from terminal wealth only. The analysis goes
similarly to the above argument. Let

uz(zp) = sup uf’c(:co) =sup F [e_ﬁTUQ(XT)] .
c nc

i

and, (ITz,Cy.) and {X2*}T be an optimal strategy and corresponding wealth process
respectively. It is obvious that we must have C2* = 0 a.s. (P). Define

(214 Halt,9,2) = B [T Mb Iy (explici ] |
2.14
= eV E [e7 00 expl Ky Dy exp[ K]

where {K;¥*}7 is defined by (2.9). Similarly to what we have assumed on H;, we make
an assumption on Hj as follows:

Condition 2.5. We assume that Hy(t,y,2) < oo for all (t,y,2) € [0,T] x R x R*. H, is
continuous and for each (t, 2) € [0,T] x R" strictly decreasing with Hs(t, —00, z) = 0o and
Ha(t,00,2) = 0.

Under Condition 2.5, there exists a well-defined inverse function with respect to y, i.e.
for z € (0, 00)
Kt z,2z) =y, if Ha(ty,2)=u=.

Let
(2.15) X%"‘ — Iz(epr{%’Cz(O,xo,z),zD,

then .
EF [Q-TTX%*] = M2(0,K2(0,20, 2), 2) = z0.

Therefore by Proposition 2.2, there exists an investment level process {II2*}T correspond-
ing to {C?*}T and X2*. Also we have an expression of the wealth process:

5]

st-o: = C_T(T_S)EP[X%*IS,]

(2.16)
=F e"'(T"’)M%Iz(exp[K%KZ(O’xo'z)’;])
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The optimality of (1_12*,02*) can be shown in the same manner. Let X7 be any terminal
wealth such that EF[e~"T X7] < 2. Then we have

E[e™*TUp(XF)) — Ele™*TUz(X1)]
> exp[K =001 B [L(exp[Kp O * ) Mf| - B[X7MB)}
> exp[Ky 20702 {3,(0, K2(0, 20, 2), 2) — 0}
=0.
Thus {X2*}7 is an optimal wealth process. Hence we have:

Proposition 2.6. Suppose Conditions 2.1 and 2.5 are satisfied. Then there exists an in-
vestment level process {II?*}¥ and a consumption level process {C?*}¥ (which is zero a.s.)
such that corresponding wealth {X2*}] (which is given by (2.16)) maximizes ull-C(z,).
and the maximized expected utility is expressed as

(2.17) us(zo) = Ga(0, K2(0, 20, ), 2)
where
(2.18) Golt,y,2) = E [e“’(T“)Uz(Iz(exp[K%"’”]))] :

Now we combine the results so far. Recall the original maximization problem:

u(z) = sup u¢(z9) = sup E
c

T
s / e~ 90U (Cy)do + e-“‘UZ(XT)] .
m, 0

1

For convenience, we write X, = X,(z; II, C) to indicate dependency on the initial wealth
Xo = z and the strategy (IT,C). Also we write the optimal processes, which are considered
above, as IT¥* = ITi*(z),C™* = C¥*(z),i = 1,2. The next lemma shows the reduction of
the original maximization problem to partial maximization problems.

Lemma 2.7. Let

z* = arg sup {uy(€) + ua(zo — &)}
¢efo,z]

Then the value function satisfies

(2.19) u(z) = uy(z*) + ua(zo — z¥)

and the corresponding optimal processes are given by

(2.20) X=Xz, O™ (2), CM™(2*) + X2*(z — =*; T ** (20 — 27),0)

(2.21) I = O™ (z*) + O (z — 2*)
(2.22) Ct =CH(z*)
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Proof. Existence of the maximizer z* follows from the continuity of u;(-) on a compact
set [0, z]. It is unique since strict concavity of u; is inherited from U;. Recall the stochastic
equation for X;:

3

s
Xs(:c;II,C)::c—f-/ e"a{ﬂé(u(ﬂ,Z9)—-r1)—Cg}dﬂ—}-/ T IR AW,
0 0

Linearity of the equation in «, IT and C gives an identity
(2.23) Xy(21 + 2o I + IT%,C* + C?) = X,(z1; T, CY) + X, (20, I, C?)

for any {X,(z;; II*,C)}F,i = 1,2 satisfying EP [XT(z;;Hi,Ci)e"T +fOT e-”c;do] =
€,,1 = 1,2. By (2.23), for any & € [0, zo}, (JT'*(€) + II**(zo — &), C**(€)) is a well-defined
strategy. Thus we have

u(zo) > ull O+ (20=8).CT(6) (5)

= u-IU"(E):C '(E)(xo) +ufz‘($°_6)’0(a:0)
=u(§) +ua(zo—€) , VE€0,z]

Conversely, given (IT,C) whose terminal wealth satisfies (2.6), let
T .
/ e~m0Cido

0

Then by Proposition 2.2, there exists an investment level process IT! corresponding to
consumption level process C and the terminal wealth X7(o;IT!,C) = 0. Further, let
II? = II, — IT!. Then the terminal wealth X7 (zo — o; IT?,0) satisfies the condition (2.6)
with zo replaced by o —«. By (2.23), the wealth process X (xq; II, C) can be decomposed
as Xs(zo; I*+II%,C'+C?) = X,(a; IT', C)+ X, (xo—; IT%, 0). Hence we have a converse
inequality:

a=EF € [0, zo).

1 2
w € (29) = uf’ *C() +ug’ *(z0 — @) < ur(a) + uz(zo — a).

This completes the proof. O

II1. Smoothness of the Value Functions

When we derived Propositions 2.4 and 2.6, we left the Conditions 2.3 and 2.5 undis-
cussed. We fill this gap by using the results from Kuwana (1995b). At the same time,
we further deduce more convenient expression for the maximizer in Lemma 2.7. The next
lemma shows finiteness and smoothness of the functions G;, H; and K;,7 = 1,2.

Lemma 3.1. Suppose ||i(t, 2)—r1|| and |p(t, z) —r1]||? satisfy the Lipschitz condition in z
uniformly in t € [0,T)]. Further, assume that u(t, 2} is continuously differentiable in z. Let
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Ui(z),1 = 1,2 be strictly increasing, strictly concave and twice continuously differentiable
with limg o dU;(a)/da = oo and lim, .o, dU;(a)/da = 0. Suppose either condition:
(a) there exist K, m > 0 such that

2

(3.1) > {IUi(Ii(ey))! L) +

i=1

dI;(e¥)

Y
€ dy

]} < K(1+ g™,

or,
(b) u(t, z) is bounded and there exist K,a > 0 and 0 < ¥ < 2 such that

2

(3.) ) {IU,-(Ii(eym et ()] +

i=1

e } < Ketll™

y dI,-(ey)
dy

is satisfied. Then we have

(1) Gi(t,y, z), Hi(t,y,2),i = 1,2 are finite and continuous for allt € [0,T] and y € R,

(2) H.(t,y, z),i = 1,2 are strictly decreasing with limy_, _ o H;(t,y, 2) = —o0 and limy_,
Hi(t: Y, Z) = 07

(3) Gi(t,y, 2), Hilt,y, z),i = 1,2 are continuously differentiable in y and

a 8
—G.: — oY L H. ; — .
(3.3) Sy(_L(t,;q,z) e ay’H,(t,y,z),z =1,2

Proof. The finiteness of G;(t,y,2) and H;(¢,y, z) easily follows from Theorem 1.4 of

Kuwana (1995b). By the condition lim; o dt{“x“” = oo, I; is continuously differentiable.
Thus U;(I;(e¥)), e¥I;(e¥),i = 1,2 are all continuously differentiable. Hence the continuity
and continuous differentiability of G;(¢,y, z) and H;(¢,y, ) follow from Corollary 3.4 and
a similar argument in the proof of Theorem 3.5 of Kuwana (1995b). It is not hard to see
that I;(z),7 = 1,2 is strictly decreasing. Thus H;(t,y, z) is strictly decreasing in y. (3.3) is
a simple consequence of the £-differentiation rule described in Krylov (1980). To see this,
note that £- 2 K}¥* = 1. Then

iHl(t, y,z2)=e'E

T
) .
—5(8=1) p_ 2y, % ty,z
39 [e Lay(exp[Ko M1 (exp[K, ]))dﬁ]

T
— e YE / e—%(6-1) exp[K;’y’z]Il(exp[f{;’y'z])dg}

t

T
=e VE / 6'6(9")exp[2K;’y”]I{(exp[l{;’y"])dﬁ].

b4
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Hence we have

3
8_yg1(t;yy Z) =Fk

T
/ e=9(6-1) p_ ;Ul(h(exp[Kt v ’]))dB]
¢

=F

T
/ e~ exp[2 K3 * ]I (exp[K 3" z]),C Ka’y zdf)}
¢

8
eya—y'Hl(t, Y, 2).
The identity for G,(t,y, ) can be proved similarly. O

By using above results, the martingale solution to the original maximization problem
given in Lemma 2.7 can be expressed in a more convenient form.

Proposition 3.2. Suppose Condition 2.1 and conditions of Lemma 3.1 are satisfied. Then
the maximized expected utility is given by

u(xg) = G(0,K(0, zo, 2}, 2).
Here,
g(tay’z) =G ( Y, % )+g2(t y,z)

_p /T ~50-9y, (I, exp[K* 1)) do

(3.4)
+ e_é(T_t)U2(12(3XP[K;~'y'z]))] ;
and for each (t,2) € [0,T] x R*, K(¢t, z, z) is the inverse function of
H(ta Y, Z) = Hl(tl Y, z) + HZ(ty Y, Z)

T
p— / e=80=) exp[ K'Y *| I (exp[K 2% *])do
13

(3.5)

e~ 9T~ ')exp[Kt’y’ 1L (exp[KZ¥" z])]

The optimal consumption and wealth processes are expressed as
C; = Il(exp[Kg”C(U'x"")"])

and

. T
X: — EFP / —r(B .s)I (exp[['o K(0,20,2),2 ])d0+e—r(T ’)Ig(exp[f'o K(0,20,2),2 ])

s

5]
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Proof. By the smoothness property proved in Lemma 3.1, the maximizer #* in Lemma
2.7 satisfies

G1 4(0,K1(0,2%, 2),2)K1 (0, 2%, 2) = G24(0,K2(0, 20 — 27, 2), 2)K2 (0,20 — 27, 2).

From (3.3) and the fact K, ;(t,z, 2)H, 4 (t, K;(t, 2, 2),2) = 1,4 = 1,2, the above relation
reduces to
K1(0,z%,2) = K2(0,20 — 2", 2) = y*,

which is equivalent to
H{0,y",z) = H1(0,y*, 2) + Ha(0,y", 2) = zq
Thus K(0, zg, 2) = y* = K1(0,2, 2) = K2(0, 29 — z*, 2) and
u(zo) = G1(0,K1(0,2", 2), 2) + G2(0,K2(0,z0 — 27, 2), 2) = G(0, K(0, o, 2), 2).
The optimal processes easily follow from (2.10), (2.11), (2.16), (2.20) and (2.22). O

IV. Cauchy Problems Associated with the Martingale Solution

We state technical conditions which are sufficient for the smoothness of G(t,y, 2) and
H(t,y, z):

Condition 4.1. ||p(t, z) —r1]|| and ||p(t, z) —r1||? are Lipschitz continuous in z. p(t,z) €
CH2[0,T) x R” satisfies

ap,(t z)
e
Condition 4.2. (a) pu(t, z) satisfies Fexp [% fOT 1=~ 2 (u(s, Z,) —r1)||2ds] < oo. and
Condition 4.1.
(b) U,(z),i = 1,2 is strictly increasing, strictly concave, three times continuously differen-
tiable on (0,00), img g dUi(a)/da = oo and lim,_.o dUi(a)/da = 0. Further there exist
constants K,a > 0 such that

32u(t

’ < K(1+||z]")

for some K,a > 0.

2

Z{IUi(Ii(ey))H|ey1'i(ey)|+ e¥

i=1

dI,'(ey)

oY din (ey)
dy

dy?

’} < K(1+ o],

Condition 4.3. (a) u(t, z) is bounded and satisfies Condition 4.1.

(b) Ui(z),i = 1,2 is strictly increasing, strictly concave, three times continuously differen-
tiable on (0, c0), imgjo dUi{a)/da = oo and lim,—.o, dU;(a)/da = 0. Further U;(z),i=1,2
satisfies the exponential growth condition:

Z{‘U(”e”)I+Iel‘1<ey>l+ dlb(;y)

1=1

2 7. (eY
e
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for some K,a > 0,0 <y < 2.

It is noted that there is a trade-off between growth of u(¢,2) and U(x). The logarithmic
utility U;(z) = log(z + m;),m; > 0 and the HARA utility U;(z) = z{f,0 < @, < 1 do not
satisfy 4.2 (b).

Now we apply the stochastic solution technique (e.g. Theorem 3.6 of Kuwana (1995b))
to G(t,y, z) and eYH(t,y, z).

Proposition 4.4. Suppose either Condition 4.2 or 4.3 is satisfied. G(t,y,z) and H(t,y, z)
are unique smooth solutions to the following Cauchy problems respectively:

(909G 5 9%G , 0%G
0= — = T ( (t,z) — r1) S (u(t, z)—rl)a—zﬂ—(u(t,z)—rl) 5957
1 8%g 1 1 oG
(4.1) + trE(9 Fp + (5 —r— E(u(t,z) —r1YE " (plt, 2) - r1)> 5y
)
+u(t,2) 52 = 66 + Uy (B(e"))
Q(T,y,z) = UZ(IZ(ey))J
oM 1 . M , O%H
0= a + ([J.(t Z) ) l(u‘(t?z) - 7'1) ayz - (I"'(t)z) - 7’1) ayaz
1 *H 1 P oM
(42) + trEa 3.+ (6 ~-r+ §(u(t,z) —r1)E 7 (pult,2) - rl)) e
a
+ r1'6—7: —rH + I1(e¥)
H(T,y, z) = Ix(e*).

Remark. The pair of Cauchy problems (4.1) and (4.2) contain one derived by Karatzas,
Lehoczky and Shreve (1987) as a special case if we set p(t, z) = u, G(t,y,2z) = G(t,¢¥) and
H(t,y,z) = X(t,eY).

V. Verification of the HIB Equation

As far as the optimal investment choice is concerned, the martingale approach only
guarantees its existence and does not provide any explicit solution. In the case of Markovian
dynamics, we can make use of the HIB equation to give an expression of the optimal
investment choice in terms of the value function. In this section, we present a verification
result for the HIB equation by applying Proposition 4.4.

In Proposition 3.2, we derived a convenient expression for the martingale solution when
t = 0. By a similar argument, we see the maximized expected utility, optimal consumption
and wealth processes for the Markovian problem can be represented as follows:

(5.1) ut, z, 2) = e *'G(t,K(t, 2, 2), 2),



162 HITOTSUBASHI JOURNAL OF ECONOMICS [December

(52) C:yl‘.zy* - II(I{:,IC(t,a:,z))’
and
- T
X:,r,z,* — EFP / e—r(ﬁ—-s)Il(exp[K;,lC(t,z:,z)])de

e~ =) Iy(expl K7 5

’

(53) + M~ @Dy (expl K0 2)

T
=E / Mge~"@=9T, (exp[K L") dp

s

4

T —6(9‘—8) .SK Kt XK(t,xz,x)
e exp[K,""* ]Il(exp[K

= exp[- K}X(=2)| B 1)df

th K(t, 1,K(1,z, %)

+ e %T-9) exp[Kp ]Iz(exp[K;'K' D

(by the Markov property)
= H(s, KZX0=2), Z12),

We show that u(t, z, 2) satisfies a degenerate HIB equation:

(5.4) sup ou +e U (cx) + (r — c)m@ +n'(p(t, z) — rl)zu,
w®C ot Oz

+ p(t.z )E+_ﬂ2ﬂ$62+x 288 + trEaa

(5.5) w(T, z,2) = e T Uy(z).

du 1 ,8%u 8%u 1 82u}_0

First, it is noted that each derivative of K(¢, 2, z) is well-defined and smooth. By differen-
tiating H(t, K(t, z, 2), z) = z, we obtain

(57

oK(tz,z) (M oM
9z - dy

2

oz 8y y=K(t,z,z)

y=K(t,z,z)

2K (t,z,z)  (OH\™® 9H
! 2 - dy y?

y=K(t,z,z)

PK(tz,z) _ [ (MNP M (M M oM
dzdz dy dydz dy dy2 0z

oK(t,2,2) _ (aH)‘l

b

y=K(t,z,z)

Oz

B
y=K(t,z,z)
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0%K(t,x, z) _{_(8%)’1 9°H 2(au>-2 °H oM

828z By ) 0287 By ) oydz 0z
(aH)‘3 *H M aH}
-(55) 575 50

Y Y z z y=K(t,z,z)

By differentiating the right hand side of (5.1) and by using (3.3) together with the deriva-
tives of K(t, z, z), each derivative of u(t, z, 2) can be computed as

8u(t,z,z) — {e—ét (3_g —8G — eyéﬂ)}

au(t1x’z) _ elC(t,:v,z)—&t
y —— =

ot at at dz
y=K(t,z,z)
Ou(t,z,z) 50 (0G  ,OH azu(t,:c,z)_ey_h oM -1
Oz - 8z 9z ’ oz? - dy '
y=K(t,z,z) y=K(t,x,z)
Pult,z,z) _ [ s (M “h o
828z dy Oz '
y=K(t,z,z)
Put,z,z) _ _u| OG0 (0N Tt oam om
dzdz' 820z' 0z8z' 8y dz 98z’ K(t.o.0)
y= &2

By using above computations, we prove the next proposition.

Proposition 5.1. Suppose either Condition 4.2 or 4.3 holds. Then u(t,z,z) satisfies
the degenerate HIB equation (5.4)—(5.5). Moreover, the solution to the equation can be
obtained by solving degenerate Cauchy problems (4.1) and (4.2).

Proof. The boundary condition (5.5) is obvious. The maximizer («*, c*) for the Lh.s. of
(5.4) is given by

_ du(t,z,z) O%u(t,z,z) %ul(t,z, z) -
* ¥ 1 _ (el X (i)
(56) I"=7n"z = {E (pnt,z) —rl) 52 T 9.82 527 ,

du(t,z,
(5.7) C*=c'z=1 (e“%) .
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Then, from (3.3), (4.1), (4.2) and the derivatives computed above, we have that

Lhs. of (5.4)

_@ -6t 6t@ _ 6t8_u @
=5 e Ul(h(e az)) T\ e ) ae TR )a

1 8%y 1 /8%2u\ " du 8u ) |?
N (—-—) %3 {(u(t,z) )+ Zazaz}

2 929z dx?
ag 1 8%g oH
vy — 22 ey vy — ddd
{Ul(Il(e )i 66+ +u(t z) trzazaz’ e (Il(e) rH + Y
N oM 1 9
HE 3 (p(t, z) r1)|| + rl'— 52 +28z8z’>}
y:lC(t,x,z)
:{ (3= ue2) - 0l - 6 =) 52
8% 1 8%g OH
t,2) = r1) e — —[|=" ¥ (pu(t, z) — 2———ny—
+(0(0,2) = 1) e = 1B Rt 2) = PG e D) =+ T
oH OH *H
- 3 _ 277" /
I e, ) - PG+ 1S +2Mz,)}
y=K(t,z,z)
oH 1 1 M 82'}'{
_py=st) 7 - -5 _ 27
= { o SIE (e ) — I GE — (t,2) — )5
o*H 1 L\ oM
+ = trEa o ,+(6 7'+—||E (n(t, 2) -—rl)“) 3y
,OH
+rl E —rH +11(6y)}
y=K(t,z,z)
=0.
Hence u(t, ¢, z) satisfies (5.4). ]

By using the expression of derivatives of u, the maximizer (7%, c*) given by (5.6) and
(5.7) can be written as

M oM\ ! an
* —y+5t -1 _ y=6t _ y—ot
nte = By {E (p(t,z) —rl)e € (31}) 5z }

- () ()%

(5.9) =1 (e'c(t’”")) :

(58) y=K(t,z,z)
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Now we have a solution to our problem in a feedback form.

Proposition 5.2. The strategy (w*%%* ¢"***) given by

K Xt,a:,z,* Zt,z -1
ﬂ.:,s,z,*X:,z,z * _ _2—-1(”(5, Z;") _ ,,.1) < (s, 3 y L )>

o]
(5.10) .o
OK (s, Xtm2* ZE=)\ ™ OK (s, X1m2*  ZHF)
oz 8z
(.10 R XA = Iy (explK (s, XL, 227)

is optimal. Here X}*** is the optimal wealth process given by (5.3).
Proof. By (5.3),
/C(S, X:,:L',z,*, Z:,z) = }C(S’H(S,I{:,/C(t,x,z), Z:,z)’ Z:,z) — K:”C(t’x’z).

Thus (5.11) coincides with (5.2). By applying Ito’s lemma to (5.3), we have

dX:,a:,z,*
=dM(s, K=" Zhe)
IH OH 18%°H
g _dK-t,)C(t,z,z) t,z - - tzy _ 2
5 ds + oy K + 32 dZ -{-2———29 2||E 3(u(s, Z%) — r1)||%ds
™M . 1, M
— _8y6z’(u(s’ Zb®) —rl)ds + —tr(9 8zl}3ds
i ; IH S’Kf,’c(tﬂ'yz), Ztz
={—||z s, 22 -y PR B
y
M (s, K°02), z=)

+(n(s, 29%) - 1)

9z +rH(s, KM=, Z0%)

— I (explK(s, Xb, Z8%))) }ds

OH(s, KI) | gt
Ay

+{ - 27 (u(s, 24%) - 11)

+ X

A K(4T,2) o1z !
%&H(S?K-’ 5 1Z3 )} dWs
z

:{( t:cz*)(”(s th) T_l)+r_c‘tq,:c,z,*}X:,z,z,*ds+X3t,a:z (‘R'txz*)ldw_,.
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This shows the optimality of ! =*. 0

HitorsuBasHI UNIVERSITY
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