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OPTIMAL CONSUMPTION/INVESTMENT DECISIONS 
IN MARKOVIAN DYNAMIC SYSTEMS 

YOICHI KUWANA * 

A bS tra c t 

We investigate optimal consumption/investment decision problems in a continuous 

financial market where the price fluctuations of assets are assumed to follow Markov 

diffusions. Sufiicient conditions for the verification of Hamilton-Jacobi-Bellman equation 

will be given. 

I. Introduction 

Consider a financial market on which n + I assets are traded in continuous time. The 

(n + 1)-th asset is called bond which is asstimed to pay a constant return over time. The 

price process of the bond is given by p~+1,t = p~+1,0ert where r is a known positive 

constant. The other n assets have unpredictable price fluctuations which are modeled as 

fo]]o~vs. Let, pt = (pl,t, "',pn,t)/,t e [O,T] be an ~~ valued stochastic process whose i-th 

component represents price of the i-th asset. We assume {pt }~ rs described by a system of 

stochastic differential equations as 

diag{pl,}' "" pn,}}dpt ~ dZt = ,~(t. Zt)dt + ~]1/2dWt, (1.1) 

where {Wt}~ rs an n-dimensional standard Brownian motion on (~, If(ps ' O < s ~ T), P), 

pt : [O, T] x n~n _> ~~n is a continuous function and ~ is a n x n fixed positive definite matrix. 

Additional conditions on ,1 will be imposed later. 

Given initial wealth Xo = xo at time O, an investor continuously invests his wealth in 

this Markovian financial market until time T < oo. At the same time, he uses some portion 

of his wealth for consumption. Assume that his investment is so small compared to the 
market's volume that the prices of assets are not affected by his consumption/investment 

strategy. The wealth process {Xs }~ rs expressed as 

X fs ~~ Iri 6dpi,6 + dpn+1,e de - f s ceXede 
(1.2) s = xo + Jo Xe ~;;: p.,e pn+1,e o 

.f 
= xo + 

fo Xe7TadZ6 + Jo Xe {(1 - 11lrs)r - ce} d9 

o
 
o
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where lre = (7Tl,e ...,1rn,e)1 is the proportion of wealth invested in uncertain assets at 

time e and c6 is the proportion consumed. We assume that foT Illrsll2X~ds < oo and 

T csXsds < oo. Hereafter, we only consider {Zs}~ mstead of {ps}~ since they contain 
f
o
 the same information. We abbreviate consumption/investment strategy (1rs ' cs)' s e [t, T] 

a,s (1r, c) for simplicity. Let ~s = a(pe, O ~ 6 ~ s) = (f(Zo, O ~ C ~ s) and ~i = {(1r, c) 

(1rs' cs) is ~s~Progressively measurable such that Xs ~ O a.s.}. The problem is to find an 

optimal strategy (1r' , c') e ~L which maximizes the expected utility from cumulative con-

sumption and terminal wealth: 

(1.3) EP 
fo e~ssU1(csXs)dS+e~5TU2(XT) ' J

 
T 

where U.(a), i = 1, 2 are strictly increasing and strictly concave utility functions and 6 e I~ 

is a known positive constant discount rate. 

Since the price dynamics (1.1) has a Markovian structure, it is convenient to set the 

initial point other than zero. We consider the following maximization problem instead of 
(1.3): 

(1.4) sup EP 
(1r,c)e2tM 

[f e~5sUl(csXs)dS+e~5TU2(XT) T
 J

 
~
t
 
,
 

where 2~M C ~1 is the set of Markov controls. In this case, the problem (1.4) is equivalent 

to 

(1.5) u(t, x, z) = sup EP 
(1r,c)e2LM 

[/ - st ' ~ J T
 e ssU1(csXtez)ds+e 5TU2(XtTtx'z) , 

with the dynamics 

(1.6) 

(1.7) 

t'a;'z X:'g,;F x + Xe X;~~:';F 7r~dZ;'z {(1 - 1/7rs)r - ce} dC + 
f
 
s
 

Z:'z = z + Jt 'l(e' Z;"z)dO + ~1/2(Ws ~ Wt)' 

The problem (1 .3) can be analyzed via the martingale approach developed by Karatzas, 

Lehoczky and Shreve (1987), and, Cox and Huang (1989), and shown to have an optimal 
strategy. In general, it is not easy to obtain optimal strategy in an explicit form. However, 

if the price dynamics has a Markovian representation as in (1.7), we can derive Hamilton-

Jacobi-Bellman (HJB) equations for the maximization problem (1.5). The HJB equations 

are inevitably involved with degeneracy. Thus the standard argument on the validity of 

HJB equations based on the non-degeneracy assumption does not apply to the problem. 

We amend this drawback by applying Krylov's (1980) result on stochastic solutions and its 

extension by Kuwana (1995b) to Cauchy problems associated with the martingale approach. 

The optimal consumption/investment decision problems in continuous time originated 
from the work by Merton (19rl). Various ramifications and generalizations have been made 
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and there is a substantial literature on the subject. A Iist of important related researches 

can be found in Duffie (1996, Chapter 9). 

II. The Martingale Approach 

In this section, we review the martingale approach applied to the investment/con-

sumption decision problem. The discussion here entirely relies on Karatzas, Lehoczky and 

Shreve (1987). 

It is convenient to work with the investment and consumption level processes 

Hs ='1rsXs 

Cs = csXs' s e [O,T], 

rather than the rate processes {7r8}~ and {cs}~. Since Xse~rs = xo - fos rXee~rede + 

fos e~redXe and by (1.1) and (1.2), we have a strong solution for Xs in terms of {He}~ 

and {Ce}~ as follows: 

(2.1) Xs = ers 

 xo + Jo e~re{H~(,1(e' Ze) - rl) - Ce}de + Jo e~reH~~]~dWe} 

In order to eliminate H term of the drift from the r.h.s. of (2.1), we define a probability 

measure P on (~,~T) as 

fi(A) =EP[1AMTO] for Ae~T' 

where 

[ fs 
M~ =exp - ('1(e'Zo)-rl)/~]-~dWe 

- 
1
 (,~(e, Ze) - rl)/~-1(fl(e' Ze) - rl)de , 

We assume the following condition: 

Condition 2.1. {Mso}~ is a P-martinga]e. 

Remark. A sufficient condition for Condition 2.1 is of course the Novikov condition: 

1 T 

 

[
~
 

Eexp ll~-~(,1(s, Zs) ~ l)ll2dsJ < oo ~
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Now, by the Girsanov theorem, W~s = f: ~-~ (ll(e, Ze) - rl)de + Ws is a standard Brow-

nian motion on (~,~T, P) and thus (2.1) can be rewritten as 

rs fs 
I
s
 

(2.2) Xse~ -xo + JO e~reCede = e~reH~~~dW~6's e [o,T] a's' (p). 

The r.h.s. is a p local martingale. By the condition foT llHsll2ds < oo and the constancy 

of ~ this local martmgale rs Indeed a martmgale (e,g. Protter (1991) p.66). Thus we have 

(2.3) E P [Xse ~s _ J o ~ rs 

for all O < s < T. 

Conversely, suppose a consumption level process {Cs }~ and a terminal wealth XT 

satisfy (2.3). We show that there exists a corresponding investment level process. Define a 

process {Ys}~ as 

(2.4) 

~
[
 
T
 

J
 
,
 Ys = ers EP XTe~rT + Cee~r6de ~ C6e~rede s e [t'T] 

We apply a martingale representation theorem to the P-conditional expectation in the 
definition of Ys which is a P-martinga,le with respect to ~s ' We cannot, however, directly 

apply a 'classical' version of representation theorerns because of the measurability. Most 

theorems require the martingale to be adapted to f(We, e ~ s). Karatzas, Lehoczky and 
Shreve (1987) avoid the measurability consideration by converting the P- martingale to a 

P-martingale. We employ Karatzas and Xue (1991) Theorem 5.1 here who use Jacod's 
(1977) extension to the representation theorem. Then there exists an ~s~Progressively 
measurable process {Hs}~ such that T IIHcll2d6 < oo a.s. (p) and f

o
 

(2.5) EP XTe~rT+ s = x0+Jo HedWe' se[O'T] a's' (p) Cee~rede ~ 

Now by (2.5) and letting Hs = ers~-~Hs ' the process {Ys}~ defined in (2.4) is equivalent 

to {Xs}~ m (2.2). Also, it is clear that foT IIHell2dt < oo a.s. (p) from Cauchy-Schwarz 

inequality. Hence we have the following proposition: 

Proposition 2.2. Suppose Assumption 2.1.1 is satisfled. Then given a consumption level 
process {Cs }~ and a terminal wealth XT' 

(a) there exists a corresponding investment level process {HS }~ if and only if 

(2.6) ~
 

EP XTe~rT + e~reCod6J = xo 
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(b) if (2.6) is satisfled, then the corresponding wealth process is given by 

(2.7) 
f-P Xs = ers E
 

J
 

~
 

XTe~rT + s ~ 6e~redef 'se Cae~rade ~ [O, T] . 

We consider the utility maximization problem in three stages: (1) maximization of the 

expected utility from consumption, (2) maximization of the expected utility from terminal 

wealth and (3) combine the results of (1) and (2). 

Hereafter, we assume that U*(x).i = 1,2 is a strictly increasing, strictly concave C1 

function with lim.~o dUi(a)/da = oo and lima-* dUi(a)/da = O. Additional assumptions 

will be imposed whenever they are nece~sary. We define the,inverse function li(y) , i = 1, 2 

of dUi(x)/dx as I*(y) = x if y = dUi(x)/dx and li(y) = O otherwise. From concavity and 

the definition of li, we have an inequality: U*(Ii(y)) - Ui(c) ~ y(Ii(y) - c),c ~ O,y > o. 

This inequality will be used in the maximizations. 

First we consider the maximization from consumption only. Let 

ul(Xo) = sup uH'c(xo) = sup E 

n,c H,c 
[f e ieUl(Ce)de ' 

- 

 

T 

and (Hl* Cl*) and {Xsl*}~ be an optimal decision and corresponding wealth 
respectively. It is clear that we must have X}* = O a.s. (P), since otherwise the 

could be increased by allocating the wealth to consumption. 
For (t, y, z) e [O, T] x'J~ x E~n, we define a function 

process 
utility 

(2.8) 

7il(t, y, Z) = 
f M~e~r(e-t)11(ey+(5-r)(o-t)M~)deJ T 

E 

= 
T 

e~yE e s(e t) exp[1lty z]l (exp[Kty z])de 
,
 

where 

(2.9) 

Kg,y'z = y + (5 - r)(s - t) + Iog M~ 

= 
'
 

y + {6 - r - ~(,l(e, Z;") - rl)/~ 
f
 
'
 

- 
'1(6, Zte") ~ rl)/~-

l(ll(e' Z;,') - rl)}de 

~dWe, s e [t,T] 

and Z:,z is defined by (1.7). In general, it is difiicult to compute 7tl(t, y, z) and gl(t, y, z) 

defined below directly. However, when U1(x) = bl log(x+ml)' bl ' ml > o, we can explicitly 

evaluate gl(t, y, z) and 7tl(t, y, z). See Kuwana (1995a) for a detailed discussion. 

We assume some conditions on 7tl : 
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Condition 2.3. We assume that 7tl(t, y, z) < oo for all (t, y, z) e [O,T] x E~: x lll~n. 7tl is 

continuous and for each (t, z) e [O, T] x H;~n strictly decreasing with 7tl(t, -oo, z) = oo and 

?tl(t, oo, z) = O. 

Under Condition 2.3, there exists a well-defined inverse function with respect to y, i'e' for 

x e (O' oo) 

'C (t,x,z)=y, if7tl(t,y,z)=x' 

Let 

C'* = Il(exp[K3,~l(o,J;o'z)'z]). (2.10) 

Then {Csl*}~ rs optimal' To see this, Iet {Cs}~ be any consumption level process' By 

proposition 2.2 and the concavity inequality mentioned befOre, we have 

[ f T I T 
[
f
 
J
 

E 56Ul(C~*)de] - E e~6eUl(Ce)de 

- 

T 
>E e~5e exp[Ko ~l(o eo z) z o ~1(o eo z) z])de ' ' ' 11(exp[11L/ ' 

- 

~
 
J
 

T 
E e~ [K~,~l(o,go'z)iz]Cbde 6e 

exp 

= 

T
 exp['Cl(OI xo' z)] M60e~rell(exp[Ko K; (ote z) z])d6 E

 

- 
~ ~ - J } T 

E M e reCede 

f - e~reCade [ f J } T 
= 

xp[~l(O' xo' z)] 17tl(O' K1 (O' xo' z), z) - EP 

(since E[lAM~] = E[1AMTo], A e ~e' e e [O' T] and by Fubini's theorem) 

~ exp['C1(O' xo)] (xo - xo) 

= O' 

Thus {C~*}~ maximizes ul(xo)' Hence by proposition 2.2, we have the following proposi-

tion' 

Proposition 2.4. Suppose conditions 2.1 and 2.3 are satisfled. Then there exist an 
investment level process {Hsl*}~ corresponding to Cl* deflned by (2.10) and a terminal 

wealth X~* = O' (Hl*, C1*) maximizes uH'c(xo)' The optimal wealth process is given by 

X;* ers 
Ep C~*e~red6 ~ C1* ra 

= 
f
 

J
 
f
 

s
 
}
 

T 
e e~ de 

= E e~r(o-s)M~11(exp[I¥!o' I ' o 
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and the maximized expected utility is expressed as 

(2.12) ul(xo) = gl(O, /C1(O, xo, z), z) 

where [
f
 
J
 

T 
(2 . 1 3) ~ 5(e -t) U1 (1 1 (exp [K;, y , iF] ))d e gl(t, y, z) = E 

Next we consider the maximization from terminal ~ealth only. The analysis goes 

similarly to the above argument. Let 

u2(xo) = sup uH'(~(xo) = sup E e~sTU2(XT) , 

H,c 

and, (H2*'C2*) and {X~*}~ be an optimal strategy and corresponding wealth process 
respectively. It is obvious that we must have C~* = O a.s. (P). Define 

(2.14) 7t (t,y,z) E [[ r(T t)MTtl2(exp[KtT,y,z])] 

= e~ yE e~s(T-t)exp[KtT,y,z]l2(exp[KtT,y,z]) , 

where {Kt,y,z}T is defined by (2.9). Similarly to what we have assumed on 7tl, we make 

an assumption on ?i2 as follows: 

Condition 2.5. We assume that 7t2(t,y, z) < oo for all (t, y, z) e [O,T] x H~ x J~n. 7t2 is 

continuous and for each (t, z) e [O, T:] x ~n strictly decreasing with It2(t, -oo, z) = oo and 

7t2(t, oo, z) = O. 

Under Condition 2.5, there exists a well-defined inverse function with respect to y, i.e. 

for x e (O, oo) 

K; (t x z) = y, if 7t2(t,y,z) = x. 

Let 

2* o)C2(o,xo'z),s = 12 (exp [K 
J
)
 

X 
then 

EP e~rTX2* -[ 1 7t2(O X~ (O x z) z) x T-
Therefore by Proposition 2.2, there exists an investment level process {Hs2*}~ correspond-

ing to {Cs2*}~ and XT2' . Also we have an expression of the wealth process: 

X~* = e~r(T-s)EP[X~* I~s] 

[
 
J
 

(2.16) o)C2(o,,1;o'z),z = E e~r(T-s)MsT12(exp[K J) ~ 
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The optimality of (H2', C2') can be shown in the same manner. Let XT be any terminal 

wealth such that EP[e~"TXT] ~ xo' Then we have 

E[e~5T U2(X~')] - E[e~5T U2(XT)] 

l {E [[12(exp[It' } J
 

~ exp[Ko,JC2(o,~;D'z)'z o,~2(o,eo'z),z])MTo _ E[XTMTO] 

o)c2(o,xo'z),z > exp[R'T l{7t2(O, K;2(O, xo, z) , z) - xo} 

=0. 

Thus {X~'}~ Is an optnnal wealth process Hence we have: 

Proposition 2.6. Suppose Conditions 2J and 2.5 are satisfied. Then there exists an in-
vestment level process {H~* }~ and a consumption level process {C~* }~ (which is zero a.s.) 

such that corresponding wealth {X~*}~ (which is given by (2.16)) maximizes u~･c(xo)' 
and the maximized expected utility is expressed as 

(2,17) u2(xo) = g2(O, K2(O, xo' z), z) 

where 

(2.18) 
g (t,y,z) E [[e i(T t)U2(12(exp[KtT,y,']))] 

Now we combine the results so far. Recall the original maximization problem: 

T 
u(xo) = sup uH'c(xo) = sup E e~5eU1(Ce)d6 + e~5TU2(XT) ' 

H,c H,c 
For convenience, we write Xs =: Xs(x; H. C) to indicate dependency on the initial wealth 

Xo = x and the strategy (H, C). Also we write the optimal processes, which are considered 

above, as Hi* = H~･(x), Ci* = Ci*(x), i = 1,2. The next lemma shows the reduction of 
the origina,1 ~aximization problem to partial maximization problems. 

Lemma 2.7. Let 

x * = arg sup 
Ee[o,x] 

{ul(~) + u2(xo ~ ~)} ' 

Then the value function satisfles 

(2.19) u(x) ) ( ) = l(x* +u2 xo - x* 

and the corresponding optimal processes are given by 

X~ = X~'(x' ; Hl'(x'), Cl'(x')) + X~'(x - x' ; (2.20) 

H~ = H"(x*) + H~'(x - x') (2.21) 

(2.22) C~ = C~*(x*) 

,
 

H2* xo - x* 
(
 
,
 

) O) 
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Proof. Existence of the maximizer x' follows from the continuity of ui(') on a compact 

set [O, x]. It is unique since strict concavity of ui is inherited from Ui . Recall the stochastic 

equation for X* : 

Xs(x;H,C) = x + Jo e~'6{Hg(u(g, Zo) - rl) - C6}de + Jo e~reH~~~dWe 

Linearity of the equation in x, H and C gives an identity 

(2.23) Xs(xl + x2; Hl + H2, Cl + C2) = Xs(xl ; Hl, Cl) + Xs(x2; H2, C2) 

~ 
for any {Xs(xi; Hi, Ci)}~,i = 1,2 satisfying Ep [[XT(xi; Hi, Ci)e~rT + foT e reCtde 

xs' i = 1, 2. By (2.23), for any ~ e [O, xoJ, (Hl'(~) + H2*(xo ~ ~), Cl'(~)) is a well-defined 

strategy. Thus we have 

u(xo) ~ uH"(e)+H2'((e e) c (e)(xo) 

H*'(~),cl'(e) H2'(~t:o-e)'o = ul 2 (xo) (xo) + u 

= l(~) + u2(xo - ~) , V~ e [O, x]. 

Conversely, given (H, C) whose terminal wealth satisfies (2.6), Iet 

- 

 

[
 
f
 

T 
a = EP ~reC~deJ e [O,xo] 

Then by Proposition 2.2, there exists an investment level process H1 corresponding to 

consumption level process C and the terminal wealth XT(a;H1,C) = O. Further, Iet 
H~ = Hs ~ H~. Then the terminal wealth XT(xo ~ a; H2, O) satisfies the condition (2.6) 

with xo replaced by xo - a. By (2.23), the wealth process Xs (xo; H, C) can be decomposed 
as Xs (xo ; Hl +H2 , C1 +C2) = Xs (a; Hl , C)+ Xs (xo - a; H2 , O) . Hence we have a converse 

inequality: 

uH*'c H2,0 uH'c(xo) = I (a) +u2 (xo -a) ~ ul(a)+u2(xo -a). 

This completes the proof. C] 

III. Smoothness of the Value Functrons 

When we derived Propositions 2.4 and 2.6, we left the Conditions 2.3 and 2.5 undis-

cussed. We fill this gap by using the results from Kuwana (1995b). At the same time, 

we further deduce more convenient expression for the maximizer in Lemma 2.7. The next 
lemma shows finiteness and smoothness of the functions gi , 7ti and X;i, i = 1, 2. 

Lemma 3.1. Suppose llll(t, z)-rlll and ll/1(t, z)-rlll2 satisfy the Lipschitz condition in z 

uniform]y in t e [O, T]. Further, assume that ,l(t, z) is continuously dii~erentiable in z. Let 
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Ui(x), i = 1, 2 be strictly increasing, strictly concave and twice continuously dii~erentiable 

with limalo dUi(a)/da = oo and lima-oo dUi(a)/da = O. Suppose either condition: 

(a) there exist 11', m > o such that 

(3.1) 

~ { IUi(Ii(ey))1 + Ieyli(ey)1 + 

i=1 

dli(ey) 
ey dy 

}
 
,
 ~ 11'(1 + Iyl~) 

or, 

(b) ft(t, z) is bounded and there exist ll', a > O and O < 7 < 2 such that 

(3.2) 
~ {IUi(Ii(ey))1 + Ieyli(ey)1 + 

i=1 

ey dli(ey) 
d
 
y
 

} - 1', < Kealyl 

is satisfled. Then we have 
(1) gi(t, y, z), ?ii(t, y, z), i = 1, 2 are flnite and continuous for all t e [O, T] and y e H:~, 

(2) 7tt(t, y, z), i = 1, 2 are strictly decreasing with limy__oo ?ii(t, y, z) -= oo and limy_oo 
7ii(t, y, z) = O, 

(3) gt(t, y, z) 7ts(t, y z),i = 1, 2 are continuously diiferentiable in y and 

(3.3) 

a
 
a
 -gi(t, y, z) = ey-7ti(t, y, z), i = 1, 2, 

Proof. The finiteness of gi(t,y, z) and Iti(t,y,z) easily follows from Theorem 1.4 of 
Kuwana (1995b). By the condition lim(rlo ~~;~~!2cx = oo, Ii is continuously differentiable. 

Thus Ui(Ii(ey)), eyli(ey), i = 1, 2 are all continuously differentiable. Hence the continuity 

and continuous differentiability of gi(t, y, z) and 7ti(t, y, z) follow from Corollary 3.4 and 

a similar argument in the proof of Theorem 3.5 of Kuwana (1995b). It is not hard to see 

that li(x), i = 1, 2 is strictly decreasing. Thus 7ti(t, y, z) is strictly decreasing in y. (3.3) is 

a simple consequence of the L-differentiation rule described in Krylov (1980). To see this, 
note that L-!~Kt,y,z = l. Then 

ay 3 

(e t)JC a exp[K yz]1 (exp[Ktyz]))d9 
e~ ~ -7tl(t, y' z) = e~yE a

 
y
 

a
 
y
 

- 

f e~5(e-t) exp[K~ly'z]ll(exp[K~Iylz])dl T
 

e~yE 

= 
T 

e~yE 5(e-t) exp[2Kt y s]l' (exp[Ii t y l])de 
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Hence we have [
/
 
J
 

T a
 
a
 -gl (t, y, z) = E e~6(6~t)L-- Ul(Il(exp[Kt,y,z]))de 

= 
T 

E 6(e-t) exp[2K6' ' 111(exp[Kt,y,z]).C--Kt,y,zde 
e ay e 

a
 = ya-y7tl(t,y z) 

The identity for g2(t, y, z) can be proved similarly. D 

By using above results, the martingale solution to the original maximization problem 

given in Lemma 2.7 can be expressed in a more convenient form. 

Proposition 3.2. Suppose Condition 2.1 and conditions ofLemma 3.1 are satisfled. Then 

the maximized expected utility is given by 

u(xo) = g(O, K(O, xo' z), z)' 

Here, 

g(t, y, z) = gl(t, y, z) + g2(t, y, z) 
f
 
e
 T 

- 
(e - t) Ul (1 1 (exp [Ii ; , y ,s] ))d e E

 

J
,
 

+ e~ s(T-t) U2 (12 (exp [KtT,y ,z])) 

and for each (t, z) e [O,T] x ~n, K(t, x, z) is the inverse function of 

7t(t, y, z) = ?il(t, y, z) + 7t2(t, yl z) 

= e~ 
T 

(3.5) yE 5(e t) exp[Ke 11 (exp[Kt y z])de e~ ~ t,y,z 1 6' ' 

+ e 5(T t)exp[KT 11 (exp[Ii'~y z])j 

- - ,y,z 2 ' ' 

The optimal consumption and wealth processes are expressed as 

C~ = 11(exp[K~,K(0,~; z) z o' ' )
 

and 

- 

 
f
 
o
 
'
c
(
o
,
~
o
'
z
)
'
z
]
)
d
e
 
+
 
e
~
r
(
T
-
s
)
1
2
(
e
x
p
[
1
1
'
 
J
 

T
 X~ = EP O'x:(o,xo'z)'z -r(a-s)11 (exp [K'e ' D ~ 
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Proof. By the smoothness property proved in Lemma 3.1, the maximizer x* in Lemma 
2.7 satisfies 

gl'y(O, 'Cl(O, x', z), z)'Cl,.(O, x' , z) = g2,y(O, 'C2(O, xo - x' , z), z)K2,~(O, xo - x' , z). 

From (3.3) and the fact Ks,'~(t,x, z)7is,y(t,Ki(t, x, z), z) = 1, i = 1,2, the above relation 

reduces to 

'C (Ox z) 'C (O xo x z)=y', 

which is equivalent to 

7i(O, y', z) = 7tl(O, y* , z) + 7t2(O, y', z) = xo 

Thus ~(O, xo, z) ::= y' = ~1(O,x', z) = ~2(O, xo - x', z) and 

u(xo) = gl(O, 'Cl(O, x' , z), z) + g2(O, 'C2(O, xo - x* , z), z) = g(O, ~(O, xo, z), z). 

The optimal processes easily follow from (2.10) , (2. 11), (2.16), (2.20) and (2.22). D 

IV. Oauchy Problems Associated with the Martingale Solution 

We state technical conditions which are sufficient for the smoothness of g(t, y, z) and 

7t(t, y, z): 

Condition4.1' Ilpt(t,z)-rlll andll/1(t z) rlll areLrpsch]tzcontmuoLlsm z 'l(t z) e 
C1'2[O, T:1 x JRn satisfles 

~] 8u(t,z) a2fl(t,z) ~K(1+1lzlla) t li t'J 
l
l
 

~
]
 

+
 azi azi azj 

for some I¥', a > o. 

[
 
l
 

Condition 4.2. (a) 'l(t,z) satisfles Eexp ~foT Il~-~(,1(s,Zs) ~rl)Il2ds < oo' and 

Condition 4 . I . 

(b) Us(x), i = 1, 2 is strictly increasing, strictly concave, three times continuously diflleren-

tiable on (0,00), lima~odUi(a)/da = oo and lima-oo dUi(a)/da = O' Further there exist 

constants 11L', a > o such that 

~
{
 

dL(ey) l + lley d2L(ey) Il } l
 

IUi(Ii(ey))1 + Ieyli(ey)1 + ey ~ K(1 + Iyl($) 

. 

d
 
y
 s=1 

COndition 4.3. (a) Il(t, z) is bounded and satisfles condition 4.1. 

(b; Ui(x), i = 1, 2 is strictly increasing, strictly concave, three times continuously difl;eren-

tiable on (O, oo), Iimalo dUi(a)/da = oo and lima-oo dU (a)/da O Further U (x), i = 1, 2 

satisfles the exponential growth condition: 

~:1 { I y dlt(ey) d2li(ey) < Kealyl 
l
 
+
 
I
e
 

y l} - ? IUt(Is(ey))1 + Ieylt(ey)1 + Ie 

dy dy2 
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for some I¥', a > O, O < 7 < 2. 

It is noted that there is a trade-off between growth of u(t, z) and U(x). The logarithmic 

utility Ui(x) = Iog(x + mi), mi > o and the HARA utility Ui(x) = x~,O < a. < I do not 

satisfy 4.2 (b). 

Now we apply the stochastic solution technique (e.g. Theorem 3.6 of Kuwana (1995b)) 

to g(t, y, z) and ey7i(t, y, z). 

Proposition 4.4. Suppose either Condition 4.2 or 4.3 is satisfled. g(t, y, z) and 7t(t, y, z) 

are unique smooth solutions to the following Cauchy problems respectively: 

(4.1) 

(4.2) 

a2g a2g O ag + 1 (u(t z) - rl)/~]-1(1~(t z) - rl) 
- 

ll(t z) - rl)/ 
-~7 ~ y2 ' ay8z 

~ 
-('1(t, z) - rl)'~-1(u(t, z) - rl) 

2 8zaz 2
 

ag 
+ '~(t z)/ 

- - 
g + U1(11(ey)) 

' az 
g(T, y, z) = U2(12(ey)), 

O = + -('1(t z) rl) ~ ('1(t z) rl) 
y2 

a27t 1 , + 
6 - r+ , -+ ~tr~azaz ~(ll(t z) rl) ~ 

a?i 
+ rl/ az ~ r?i + 11(ey) 

?i(T, y, z) = 12(ey). 

- 
u(t, z) - rl)/ a2?i 

a yaz 

~1('1(t, z) - rl)) ~Z~ 
a
 
y
 

Remark. The pair of Cauchy problems (4.1) and (4.2) contain one derived by Karatzas, 
Lehoczky and Shreve (1987) as a special case if we set ,Je(t, z) = ,l, g(t, y, z) = G(t, ey) and 

7t(t, y, z) = ;r(t, ey). 

V. Veriflcation of the HJB Equation 

As far as the optimal investment choice is concerned, the martingale approach only 

guarantees its existence and does not provide any explicit solution. In the case of Markovian 

dynamics, we can make use of the HJB equation to give an expression of the optimal 
investment choice in terms of the value function. In this section, we present a verification 

result for the HJB equation by applying Proposition 4.4. 

In Proposition 3.2, we derived a convenient expression for the martingale solution when 

t = O. By a similar argument, we see the maximized expected utility, optimal consumption 

and wealth processes for the Markovian problem can be represented as follows: 

(5.1) u(t x,z) = e~5tg(t ,C(t x z) z) 
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(5.2) ' ' ' = Il(K:,x:(t,x'z)), C:~:z* 

and 

, , , = - 
T 

Xt :': z * EP -r(e-s)Il(exp[Ke' ' ' 

+ e ~r(T - s ) 12 (exp [KT SJ 
t Jc(t,:~'z) 

D
 
~
 

= 

 fs t x:(t (!: z)])dO 

T 
E Mes -r(e-s)Il(exp[Ke' ' ' 

(5.3) t,K:(t,~7'z)]) ~ J + MST e~r(T-s)12(exp [K 

~ 
T = exp[ Kt'C(ta:z)]E -6(e-s)exp[K~lKt"c(t"r') J)de ' 111(exp[Ke' 

･
 
J
 

+ e~5(T~s) exp[Kt~K~"c(t'x's)]l2(exp[Ks Kt K:(t x ')]) 

T 

(by the Markov property) 

= 7t(s, Kg,'c(t,x'z) , Zg,z). 

We show that u(t, x, z) satisfies a degenerate HJB equation: 

{
 

(5.4) - + e~5tU1(cx) + (r - c)x + Ir'(ll(t, z) - rl)xul; sup 
'rc 

}
 

au I a2u + 'l t z /_ + _1r/~1rx2ax2 + xlr ~aaxauz + ;tr~azaz O 
( ' ) az 2 

(5 5) u(T, x, z) = e~5TU2(x)' 

First, it is noted that each derivative of 'C(t] x, z) is well-defined and smooth' By differen-

tiating 7~(tl /C(tl x, z), z) = x, we obtain 

=- 
aJC(t, x, z) a'C(t, x, z) 

= 
a7t 

8x 
y=~(t,x'z) y='c(t,~:'z) 

~1 a'C(t,xlz) _ _ a21C(t,x, z) _ alt a7t 

ay ay ay2 y=~(t'~'z) az 
y=~:(t'x'z) 

a2,C(t:x,z) _ _ ~2 . a27t a?i a2?t a?i (
 
)
 

a71( 
+
 ay2 ' az axaz 

8
 
y
 

a yaz 
a
 
y
 y=;~(t,x'z) 
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a2,C(t, x, z) 

aZazl 

{
(
 
-

a7t I a27t 

=~ ay azaz 
a?i 3 

- 

 

a
 
y
 

(
 
)
 

a7i 
+2 y 
a2?t a7t 
ay2 ' ~~ 

~2 2li a?i 
ayaz ' az' 

a7t 

azl 

By differentiating the right hand side of (5.1) 

tives of X:(t, x, z), each derivative of u(t, x, z) 

and by using (3.3) together with the deriva-

can be computed as 

au(t , x, 

at =e z ) _ ag a71C it ~~ 6g eyat 
au(t 

J
 

y='C(t,a;,'F) 

,
 ax 

X,Z) = eX:(t,xz) 5t 

au(t, x, z) 

az 
=-( ag a?i e 5t z eyaz 

y=K(t,x,z) 

a2u(t, x, z) 

' ax2 
= ey~St ( -l )

 
a?i 
a
 
y
 y=~(t,a:,z) 

,
 

a2u(t, x, z) 

axaz 

ey 5t a7t ~1 a7t 

= 

 

- 

 

ay az y=X:(t,x,z) 

,
 

a2u(t, x, z) 

az8zl = 
_ a2g a27i e 5t zaz eyazaz + ey ( -l )

 
alt 
a
 
y
 

a7t 

8z 

a7t 

 

azl 
y=~:(t,x,z) 

By using above computations, we prove the next proposition. 

Proposition 5.1. Suppose either Condition 4.2 or 4.3 holds. 
the degenerate HJB equation (5.4)-(5.5). Moreover, the solution 

obtained by solving degenerate Cauchy problems (4.1) and (4.2). 

Then u(t,x,z) 
to the equation 

satisfies 

can be 

Proof. The boundary 
(5.4) is given by 

condition (5.5) is obvious. The maximizer 
(
 
J
 

lr* c*) for the l.h.s. of 

(5.6) H' = * 
-{ -1 , -lr x ~] ('1(t z) rl)au(t,x]z) + 

ax 

}
(
 
-

a2u(t:x'z) 2u(t'x'z)) 1 

axaz ax2 ,
 

(5.7) C c x = 11 
( 5tau(t'x' z) 
e
 
)
 

ax 
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Then，from（3，3），（4ユ），（4．2）and　the　derivatives　computed　above｝we　have　that

　Lh，s．・f（5．4）

二寄＋・一・・U・（・1（…塞））＋｛r¢一・・（εδ・塞）｝塞＋μ（オ，Zγ塞

　　＋ltrΣ∂1蕩一1（舞）一1Σ一圭｛（μ（ちz）一・・）塞＋Σ∂謝2

一θ一配 卿y））一δ9＋敷（オ帯1加器一睡）一磯

　　　＋IIlΣ一輪）一d）Il・鍔磯＋器）／，＿詞

’／（IIlΣ一毒（μ（嗣）II2一（δ一瘍

　　　＋（μ（ちz）一dア嘉IIIΣ一圭（μ（一”2券一〆（・・＠ン）一剛＋霧

　　　＋IIIΣ一圭（μ（ちz）一且）II・警＋畷＋1離’）L包切

’一尻
＋IIIΣ一去（醐一殉II2籍（μ（ちz）一剛離

　　　＋ltrΣ離，＋（δ一7＋llIΣ一奏（μ（ちz）一7・）Il2）霧

　　　＋磯一況＋曜）｝，撫の

　＝0．

Henceu（オ，の，z）satisHes（5．4）・　　　□

　By　using　the　expression　of　derivatives　of　u，the　maximizer（π＊，c率）given　by（5，6）and

（5．7）can　be　written　as

（翫8）バ・一一 Σ一1（一　一一（鍔）圏＿

　　　　＝一Σ一・（醐r7・）（篶）一1一（器）楼

（5・9）　　　　c率¢ニ・・（εκ（聯））・
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Now　we　have　a　solution　to　our　problem　in　a　feedback　form．

Proposition5・2・The　sむτaむegy（πち¢・ろ＊，♂，3，z，＊）gfve1】by

　　　　π轡xl一二一Σ一・（μ（5，zl声）一7・）（∂κ（5，Xl券’㍉Zl■））一1

（5ユ0）

　　　　　　　　　　一（∂κ（5・x器へZl声））｝1∂κ（5，Xl券’＊，Zl声）

（5・11）　　　c野＊x野・＊＝1・（exp［κ（5，xl，卿，z｝z）］）

fs・Pむfma1・HereX轡・＊1sむ血e・μfm証wea励pr・cess8fvenby‘5。3）．

Proof　By（5，3），

　　　κ（5，xJ，¢，z，＊，zl・z）ニκ（3，冗（5，Kl，κ（ち¢，z），zl・z），zl，z）＝κ1・κ（ち∬・z）．

Thus（5．11）coincideswith（52）。ByapplyingIto’sle㎜ato（5．3），wehave

　　dXちσ，名，寧

　　　5
　ニd冗（5，Klκ（ε・¢，z），zl，z）

　　∂冗　　∂冗　　　　　∂冗　　　1∂2究　　、
　一プ5＋可dKl’卿）＋房dzl’z＋塀IIΣ一す（μ（5・zlP峯）一丁・）II245

　　　　∂2究　　　　　　　　1　∂2π　　　一∂y∂z’（μ（5，勿7z）一γ1）45＋5tr∂Z∂z’Σd5

ニ｛一IIΣ一圭（μ剛ゆ”2∂麟罪切，Zめ

　　　＋（μ（5，zl〆）一r・）’餓（5，喋皿’z），Zl’z）＋7冗（ε，Kl　z），zl・z）

　　　一・・色xp［κ　1一，zl声）］）》

　　　＋｛一Σ一告（μ（5，zl声）一d）∂冗（3，Kl劣声），Zl戸）

　　　＋Σ圭∂冗（5禦到厩

＝｛（π鯉ア（μ（亀Zl声）一r・）＋7－c轡｝脚5＋X鯉（π轡γ　・
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This　shows　the　optimality　ofπ1，¢，z・宰． 口

【D㏄ember
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