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ABSTRACT

In this study, we propose a readability measure for Web
documents and an information retrieval system that consid-
ers readability. Previous information retrieval systems aim
to identify documents that are relevant to a given query;
however, as information requirements of search system users
becomes increasingly diverse and complicated, systems that
take such new criteria into account are constantly being in-
troduced. In particular, the focus of our present paper is
on readability. Given that the population of non-native En-
glish speakers exceeds that of native English speakers, in-
corporating readability into an information retrieval system
is crucial. Therefore, we propose (1) a readability measure
that considers document simplicity and document structure
as new features for readability and (2) a score fusion method
that combines relevance and readability scores. In our ex-
perimental results, we found that our proposed readabil-
ity measure outperformed an existing readability measure.
Moreover, we found score fusion methods using a statisti-
cal framework called a copula improved overall accuracy as
compared to such existing methods as linear combination.
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eInformation systems — Content analysis and fea-
ture selection; Combination, fusion and federated
search; eComputing methodologies — Ranking;
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1. INTRODUCTION

As information requirements of users become increasingly
diverse and complicated, information retrieval systems that
consider new criteria, including complexity [7], freshness
[11], and readability [21, 16], are being introduced. In this
study, we focus on developing an information retrieval sys-
tem that takes readability into account. From a user’s per-
spective, readability is crucial as well as relevance to queries,
especially given that the population of non-native English
speakers exceeds that of native speakers'. Moreover, read-
ing a document that contains difficult words and complex
grammar is laborious even for native English speakers, thus
considering readability helps both native and non-native En-
glish speakers. As such, it is important to return relevant
and readable documents to users.

Text readability can be formally defined as the sum of
all elements in textual material that affect a reader’s under-
standing, reading speed, and level of interest in the given
material [21]. Readability can be determined via many fea-
tures, including semantic and syntactic difficulty levels. In
general, various readability measures have been proposed
[6]. Although a Web-specific readability measure has also
been proposed in [20], collecting such a corpus to be used in
such a study is costly and impractical.

To address the above problem, we propose a new readabil-
ity measure for Web documents that considers, in addition
to existing features, document simplicity and complexity of
document structure. More specifically, unigram and bigram
part-of-speech (POS) tags and the depth of heading tags
are used as specific features, each of these features approxi-
mating the simplicity of a document and the complexity of
document structure.

There are some possible an information retrieval system
that considers readability via several approaches. As exam-
ples, we might (1) display retrieval results with readability
scores to assist in user browsing efforts, (2) filter out docu-
ments with readability score below a certain threshold, or (3)
integrate readability scores into the overall scoring method.
Given (1), the burden on the user may actually increase; and
given (2), defining an acceptable threshold to classify each
document as either relevant or irrelevant may prove to be

"https://hbr.org/2012/05/global-business-speaks-
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difficult. Therefore, in this study, we adopt (3). More specif-
ically, our proposed system combines a readability score and
a relevant score via a statistical framework called a copula.
Although linear combination is a well-known score fusion
method, it cannot capture complex dependencies that are
not linear. In contrast, copulas can capture such depen-
dencies by considering dependences of scores. In fact, some
studies have reported that score fusion methods using cop-
ulas yielded higher levels of accuracy than methods using
linear combination when several scores were combined [14,
22].

In our own experiments, we evaluated our proposed read-
ability measure and corresponding information retrieval sys-
tem. Our proposed readability measure outperformed an
existing readability measure in terms of precision, recall,
and F-measure. Further, our proposed information retrieval
system outperformed a system using linear combination,
thereby showing the effectiveness of our fusion method using
a copula.

In addition to this introductory section, the remainder of
this paper is structured as follows. In Section 2, we de-
scribe related work involving readability measures, scoring
functions, and copulas. Next, in Section 3, we define our
proposed readability measure and information retrieval sys-
tem. In Section 4, we discuss our evaluation experiments
and results. Finally, in Section 5, we conclude our paper
and describe avenues of future work.

2. RELATED WORK

2.1 Readability Measures

The readability of documents has actually been studied
since the 1920s [16]. It has since been well-established that
the key features affecting readability are legibility, vocabu-
lary, semantics, syntax, discourse, the use of idioms, prag-
matic semantics, user interest, and background [6]. These
features can be classified into three groups or levels, i.e., the
vocabulary level, the sentence level, and the document level.

In [23], Lorge proposed a readability measure that only
uses three variables, i.e., average sentence length x;, the
number of prepositional phrases per 100 words z2, and the
number of words not included in the ‘769 easy words list’ by
Dale? 3, as encompassed by Equation (1) below.

Readabilityrorge = 0.06x1 + 0.10x2 + 0.10z3 + 1.99 (1)

In [17], Flesch proposed a readability measure that uses
average word length per sentence x1 and average number of
syllables per word x2, as described by Equation (2). Unlike
Lorge’s readability measure, this readability measure does
not introduce any external knowledge, such as an easy word
list.

Readabilityfesch = —1.015x1 — 84.6x2 + 206.835 (2)

Defined in [5], the New Dale-Chall (NDC) approach uses
average sentence length and a percentage of difficulty words.
To distinguish between easy and difficult words, an easy
word list® containing 3,000 common words is used. To vali-
date the NDC approach, the correlation between the number
of words not included in the word list and the average school

2http://www.betterendings.org/homeschool/words/769
wordsl.htm

*http://www.rtp-templates.com/Research-
Articles/Dale-Chall-3000-Simple-Word-List

grades of students who correctly answered a reading com-
prehension test more than 50% of the time (i.e., C50) was
calculated; this correlation was larger than the correlation
between the affized morphemes feature proposed by Flesch
and Csg, thus showing that a word list is a good readability
variable. NDC is defined as

0.1579 x PDW + 0.0496 x ASL + 3.6365
(if PDW > 5%) o)
0.1579 x PDW + 0.0496 x ASL ’
(otherwise)

NDC =

which includes the percentage of difficult words (PDW) and
the average sentence length (ASL).

Readability measures that use linear sums of shallow fea-
tures of the given language are easy to calculate, thus these
measures have largely been used in the educational domain;
however, Bormuth has reported that the relationship be-
tween a feature and readability is not necessarily linear [1].
More specifically, Bormuth proposed a non-linear readabil-
ity measure in which features are the average of characters
per word, the frequency of words included in the word list
using NDC, the average word length, and the frequency of
modal verbs. The correlation between this readability mea-
sure and a reading comprehension test showed to be over
0.9. Note that the features introduced into the readabil-
ity measure are essentially the length of a sentence and the
number of easy words, which matches the features of NDC.
As such, Bormuth concluded that shallow language features
and the familiarity of vocabulary are the only factors for
determining readability.

Recent studies using natural language processing (NLP)
techniques, such as syntactic analysis and statistical lan-
guage modeling, show these techniques are able to capture
more complex language features. In [8], Collins-Thompson
et al. constructed statistical language models for each grade
based on each grade’s document collection. Unlike the afore-
mentioned studies, this model accurately measured readabil-
ity for Web documents; however, this approach has an in-
herent shortcoming in that Web documents classified into
grades are required, which is expensive. In their experiment,
models were evaluated via a correlation between readability
measure scores and document difficulty levels, which were
defined in advance. A model using the word list of NDC
showed a stronger correlation than their statistical language
model, though this depended on the document set.

Finally, we refer to text simplification hereinafter, which
has strong relevance to document readability. Text simpli-
fication is a task that converts given text into readable text
to enhance document readability. In [25], Napoles et al. ver-
ified that Simple Wikipedia can be used as a corpus of text
simplification. Their experimental evaluations showed that
their classifier, which used a bag-of-words approach and ra-
tios of part-of-speech (POS) tags, accurately classified docu-
ments in terms of whether a document was from the ordinary
English Wikipedia or from Simple Wikipedia. Note that the
POS tags are classified into six types, i.e., noun, verb, ad-
jective, adverdb, determiner, and relative. Next, they mea-
sured unigram (i.e., same as original frequency) and bigram
frequencies of the POS tags. As a concrete example, sup-
pose we are given the sentence, “Readability /noun mea-
sure/noun is/verb important/adjective.” Then, bigram tags
are noun:noun (POS tags of “Readability” and “mea-
sure”), noun:verb (POS tags of “measure” and “is”), and
verb:adjective (POS tags of “is” and “important”).



2.2 Scoring Functions

Many information retrieval systems use scoring functions
that calculate relevance scores for a given document. De-
scribed in [35], BM25 is one of the classical probability scor-
ing functions and has demonstrated a high level of effec-
tiveness. In [28], Ponte and Croft proposed a probabilistic
language model, developed in a mathematical framework.
Further, vector space models [30] and classical probability
models have also been proposed as heuristic approaches.

Although many scoring functions do exist, it is difficult
to identify an appropriate scoring function that always per-
forms the best, because information requirements of each
user are diverse and complex. To address this challenge,
various studies have focused on the fusion of multiple rele-
vance scores calculated via several scoring functions. As an
example, some meta search engines have attempted to im-
prove accuracy by combining results from multiple engines.
These studies are known to calculate score fusions of rele-
vance scores.

In general, score fusion is often achieved by obtaining the
sums or products of results from individual systems (scoring
functions) [18]; probabilistic approaches also exist [10].

In [35], Vogt et al. incorporated linear combination into in-
formation retrieval, and the suitability of this approach has
been demonstrated. In [19], Gerani et al. applied a nonlinear
transformation to relevance scores before applying the linear
combination approach, showing that their method outper-
formed the standard linear combination approach. Their
results demonstrate the requirement for a model that can
capture complex and nonlinear dependencies.

In [4], Burges et al. present a ranking model based on
gradient descent that uses machine learning to enable easy
unification to obtain one composite score from a large num-
ber of document features. This approach extracts features of
relevant documents from a set of documents labeled as either
relevant or irrelevant. The disadvantage of this approach is
the difficulty in understanding the acquired model.

In general, copulas are widely used in quantitative finance
and portfolio management [2, 15]; further, recent studies
have applied copulas to other research fields [31, 29, 27]. As
an example, in [36], Vrac et al. applied a mixture copula to
a global climate dataset, showing that a mixture copula can
group locations of the world based on climate.

As another example, in [14], Eickhoff et al. applied a uni-
modal copula to score fusion, and, in some cases, their pro-
posed method outperformed the baselines as a result of com-
bining two relevant features. They verified the effectiveness
of their approach by increasing the number of relevant fea-
tures increased from two to 136, thereby showing that their
proposed method is more effective than linear combination
as the number of relevant criteria increases [13].

Finally, in [22], Komatsuda et al. proposed a score fusion
method using a mixture copula that can model multiple
copulas when relevant documents are derived from multi-
ple distributions. They combined multiple query relevance
measures, and their proposed method outperformed existing
methods that use linear combination and a unimodal copula
[14].

2.3 Copulas

In this subsection, we provide an overview of copulas. For
score fusion with copulas, the following conditions must be
defined: (1) the marginal distribution functions of each di-
mension; (2) the type of copula; (3) parameters of the cop-

ula if the type of copula indeed has parameters; and (4) the
number of clusters and weights if a mixture copula is used
as a scoring function.

2.3.1 Definitions and Properties

Copulas are models that describe the relationship between
a multivariate distribution and marginal distributions. Let
X be a k-dimensional random vector, i.e., X
Further, let function Fi(x) be a marginal cumulative distri-
bution function for element xj of random vector X, where
unit cube [0, 1]% as U = (u1,uz, ..., ux) = (Fi(z1), Fa(z2), ...,
Then, k-dimensional copula C' is described as a joint cumu-
lative distribution function of normalized random vector U.
Most importantly, in [26], Nelsen proved that there exists a
copula C that satisfies F'(z1, x2, ..., Zk) =
in any k-dimensional joint cumulative distribution function
F(z1,z2,...,x), thus showing the high applicability of copu-
las. In addition, copulas facilitate our analysis of the struc-
ture of joint distribution, because we separately estimate
each marginal distribution Fy(.) and the dependency struc-
ture between the marginal distributions.

2.3.2 Typical Families of Copulas

There are various types of copulas, including elliptical cop-
ulas, Archimedean copulas, and empirical copulas, each of
which is described below.

e Elliptical Copulas: An elliptical copula is a copula
derived from a standard distribution, such as a Gaus-
sian distribution or a ¢ distribution. Equation (4) be-
low shows the formula for a Gaussian copula.

CGaussian(U) = @2(@71(U1), seey (I)il(uk)) (4)

®5; denotes a cumulative distribution function of a
standard normal distribution and ®~' denotes its in-
verse function. A Gaussian copula requires parameter
¥ € R*** which shows the observed covariance ma-
trix.

e Archimedean Copulas: Let ¢ be a continuous, strictly

decreasing function from I to [0, oo] such that ¢(1) = 0.
Then, we have

Co(U) = ¢~ H(p(ur) + d(uz) + ... + ¢(ur)), U € (0, 1",

which represents a k-dimensional Archimedean copula,

where ¢ is a generator of Cy. For ¢(t) = t*2—1 , (=
—log 5= 117 the copulas are called Clayton copulas,

Gumbel copulas, and Frank copulas, respectively. Fur-
ther, these copulas are defined below by Equations (5),
(6), and (7), respectively.

k 1 .
Cciayton(U) Z A nn=e (5
CGumel( - eXp Z IOg u’b %) (6)
Crrans(U) = g tog(1 + H=tEREIR0 20, )

Different copulas have different features. For example,
we assume that for a Clayton copula, the dependency

= (:El,xg, ,xk)

P[X}) > z]. Then, X can be mapped to k-dimensional

C(Fl(xl),FQ(x2)7

s Fie ()

logt)?,



of the lower region is strong, whereas the dependency
of the upper region is independent. The use of a Clay-
ton copula is effective if the dependency of the rel-
evance scores is strong in cases where the relevance
scores are low.

e Empirical Copulas: An empirical copula refers to a
copula that is derived from an empirical joint distri-
bution whose marginal distributions are estimated by
empirical distribution, thus an empirical copula is a
nonparametric joint distribution based on observations
without assuming any specific distribution. Therefore,
k-dimensional empirical copula C(U) is described as

N ok
o) = ST <, (8)
n=1i=1
where N denotes the number of observations required
to estimate the empirical copula and ¢ represents a
score on the i-axis of the n'" observation. The prob-
ability of a k-dimensional joint cumulative distribu-
tion derived from an empirical copula is calculated
by dividing the number of training data such that
(T < w1ty < wug,...,ty < uk) by the total number
of training data N.

Appropriate criteria are required to be selected from the
various types of copulas. A model of copulas can be selected
based on certain criteria, such as tail dependence coefficient
and rank correlation coefficients [15]. The tail dependence
coefficient is an indicator of the dependence structure at the
endpoints of the probability, i.e., for probabilities close to
zero and one. If the tail dependence coefficient is used for
the selection of a model, it implies that we are focusing on
the dependency on either high relevance or low relevance
part of the distributions. The rank correlation coefficient is
an indicator of the dependence structure in the entire distri-
bution. If a model based on the rank correlation coefficient
is selected, it implies that we are focusing on the average
dependency in the overall distribution.

2.3.3  Mixture Copula

A mixture copula is a copula composed of several copulas
[22]. By using a mixture copula, a multimodal joint distri-
bution can be built that enables us to capture a complex
dependency.

More specifically, a mixture copula is described as the
weighted sum of k copulas, i.e,

Comiz(U) = Z piCi(U). 9)

To construct a mixture copula, each copula C; and its weight
pi should be estimated. These parameters can be estimated
by using approaches based on clustering [32, 12], thus a mix-
ture copula can be constructed by first splitting the training
data used to estimate the mixture copula into k clusters,
then fitting the data in each cluster to a unimodal copula.
Note that number of clusters k is determined in advance.
One of the methods to decide the value of k involves the
use of an information criterion, such as Akaike’s Informa-
tion Criterion (AIC) [3]. The product of a mixture copula
and its likelihood are sometimes used as a scoring function,
ie.,
k
Cmia:prod(U) = Omzz(U) H U . (10)

=1

3. PROPOSED METHOD

In this section, we describe our two proposed methods.
The first proposal is a readability measure that captures the
complexity of vocabulary and the structure of sentences and
documents. Document simplicity is also examined. In Sec-
tion 3.1 below, we describe features used in our readability
measure and our calculation method. Our second proposal
is an information retrieval system that considers readabil-
ity. Our proposed system combines both the readability
and relevance of a document, then calculates its score. The
methods for constructing and using this system are detailed
in Section 3.2.

3.1 Readability Measure

3.1.1 Readability Features

Our proposed method examines the complexity of a docu-
ment via features that affect readability, i.e., features at the
vocabulary level, sentence level, and document level. Each
of these is further described below.

Vocabulary level: For vocabulary features, we used the
average number of syllables per sentence, the percentage of
difficult words, and ratios of the POS tags. Note that these
features has been used in previous studies [5, 25].

We calculated the percentage of difficult words was based
on the word list from [5] that contains 3,000 easy words.
A key characteristics of Web documents is that they often
contain many proper nouns. Because proper nouns are not
in the easy word list, all proper nouns are regarded as dif-
ficult words; however, as a result of our preliminary survey,
we found that proper nouns generally do not decrease read-
ability. Therefore, all proper nouns were regarded as easy
words in our study. Note that the Stanford Log-linear Part-
Of-Speech Tagger® [34] was used for POS tagging.

Finally, we counted the frequencies of unigram and bigram
POS tags. These POS tags were classified into six types, i.e.,
nouns, verbs, adjectives, adverbs, determiners, and relatives,
in the same manner as that of [25]. Note that the number
of different types of bigram POS tags is 36 (= 6 x 6).

Sentence level: We used the average sentence length as a
sentence level feature. Documents must be divided into sen-
tences to obtain average sentence length. To achieve this,
the simplest approach is to just use terminators, such as
periods and question marks. Sequential words between ter-
minators can then be regarded as a sentence; however, it
is not always true that Web sentences end with a termina-
tor. As an example, each item in a list tag may often end
without a terminator even though it is a sentence, thus we
introduced terminator tags. A terminator tag is defined as
the tag for which a closing tag is regarded as the end of
sentence. As examples, H3 and LI tags serve as terminator
tags. The HTML document in Figure 1 can be divided into
five sentences with terminator tags.

In general, we used the following tags as terminator tags:
TD, TH, TR, UL, OL, LI, DT, DL, FORM, OPTION, SELECT, FIELD-
SET, TITLE, P, BR, H1, H2, H3, H4, and H5.

Further, sentences with less than three words were dis-
carded, because such Web sentences are often simply noise
and not well-formed. Consequently, four sentences can be
extracted from the HTML document in Figure 1, because

“http:/ /nlp.stanford.edu/software/tagger.shtml



Table 1: Features used in our proposed measure and their classification

Classification Features Dimensions NDC [5]
Average number of syllables per sentence 1 -
Vocabulary Percentage (?f difficult words 1 o
Rates of unigram POS tags 6 -
Rates of bigram POS tags 36 -
Sentence Average sentence length 1 o
Depth of heading tags 1 -
Document ]gocument lenggth ¢ 1 -

<H3>Considering a Mac</H3>

<UL>
<LI>Why you’ll love a Mac</LI>
<LI>Which Mac are you?</LI>
<LI>FAQs</LI>
<LI>Watch the ads</LI>

</UL>

Figure 1: An example HTML document in which closing
tags serve as terminator tags

the fourth sentence “FA(Qs”is eliminated.

Document level: For document level features, we used
the depth of heading tags and document length. In [24],
Manabe and Tajima reported that logical structures of doc-
uments roughly match document structures expressed by
heading tags. In our preliminary survey, we noted a ten-
dency that well-structured documents had high levels of
readability, thus we used the depth of heading tags. As
examples, the depth of heading tags is two when the docu-
ment includes only H2 and H3 tags, whereas the depth is six
when heading tags appear in order from H1 to H6.

Table 1 shows features used in our proposed method, as
well as classification of features. In the table, features used
from the NDC approach are marked accordingly.

3.1.2  Readability Estimation

The probability of readability of a document is calculated
via logistic regression [9], which is a method that estimates
an objective variable probability from explanatory variables.
More specifically, logistic regression can evaluate contribu-
tions of each explanatory variable from an obtained model.
Let p, = {x1,%2,...,2Zn}, and 8 = {B1,B2,...,0n} be
an objective variable, explanatory variables, and regression
coefficients respectively; then, logistic regression is defined
as

loglpﬁ = Bo+ Biz1 + -+ BnTn. (11)

Explanatory variables used in our proposed measure are
automatically selected from the best model by changing the
explanatory variables. Specifically, AIC [3] is used to iden-
tify the best model.

More concretely, among the features listed in Table 1, we
reveal a combination of the features that can most accurately
classify a document between readable and unreadable. If
each feature’s coefficient of the obtained model is positive, a
document is readable when the corresponding feature’s value
is high. Similarly, if a coefficient is negative, a document is
readable when the corresponding feature’s value is low.

3.2 Retrieval System

Our proposed retrieval system combines readability and

relevance scores via a copula. A complex dependency be-
tween the scores are captured using a copula as a score fusion
function.

We construct the system using the following four steps:
(1) cluster the training data; (2) estimate the marginal dis-
tribution functions for each cluster; (3) estimate copulas for
each cluster from the training data and estimated marginal
distribution functions; and (4) combined the estimated cop-
ulas by assigning weights to clusters. Each of these steps is
further detailed below.

1) Clustering the training data: We split the training
data into clusters to calculate copulas at each cluster. The
number of clusters can be identified via information criteria
such as AIC [3].

2) Estimating the marginal distribution functions:
The system uses dimensions of readability and relevance,
thus we estimate the two marginal distribution functions at
each cluster from the training data. In this study, we assume
normal and empirical distributions; the parameters are then
estimated for each distribution.

3) Estimating the copula: The copula is estimated from
the training data and estimated marginal distribution func-
tions for each cluster. In this study, we use a Gaussian
copula, a Clayton copula, a Gumbel copula, a Frank cop-
ula, and an Empirical copula. As described in Section 2.3.2,
these copulas are the copula families expressed by a param-
eter, thus the parameter is estimated from the training data
and estimated marginal distribution functions.

4) Combining copulas: Estimated copulas are combined
while considering the weight of each cluster. In our present
study, the weight of a cluster is the ratio of the number of
data included in the cluster to the number of training data.

After constructing a mixture copula via the above, score
fusion is performed by assigning a document to the cop-
ula. There are two scoring functions, i.e., one uses the con-
structed copula as is (i.e., Equation (9)), while the other is
the product of the copula and its likelihood (i.e., Equation
(10)) [22).

4. EVALUATION

In this section, we describe our two experiments. First, we
evaluate the performance of our proposed readability mea-
sure, then we evaluate the accuracy of our score fusion meth-
ods to combine relevance and readability scores.

4.1 Opverall Settings

In this subsection, we describe the common settings of the



two experiments. We used TREC category B of Clueweb09°
as the dataset. This dataset contains approximately 50 mil-
lion English Web documents. Next, five queries were chosen
at random from 50 queries of the Web Track in TREC2011.
Note that relevant judgment is provided by TREC Web
track organizers.

To identify ground truth labels in terms of readability,
documents were examined by three annotators, i.e., two
graduate students and an office worker. All of them were
non-native English speakers who have been learning English
for over 10 years. Documents were labeled as readable or un-
readable, where a readable label is assigned to a document
judged to be readable based on such features as the diffi-
culty of vocabulary and complexity of document structure,
whereas an unreadable label is assigned to a document that
is not judged as such. After all documents are individually
judged by each annotator, all three annotators discussed the
documents, in particular conflicts in assigning ground truth
labels.

4.2 Evaluation of Readability Measure
4.2.1 Settings

For our evaluation, we prepared a dataset that contained
137 relevant and readable labeled documents for the five
given queries. We measured precision, recall, and the F-

measure on the classification task using fivefold-cross-validation.

In our cross-validation, five sub-datasets were virtually cre-
ated from the original dataset. Four sub-datasets were used
as training data, while the other was used as test data. We
generated a model with the training data, then the model
was evaluated with the test data. The accuracy of the model
was calculated by averaging the results of the five tests. Our
proposed measure produces as an output a probability as to
how readable the document is. The threshold of the classi-
fication between readable and unreadable was set to inter-
mediate, i.e., 0.5. Note that models were reconstructed at
each cross-validation.

From [5], we used NDC as a baseline, because NDC has
shown comparable accuracy to the state-of-the-art [33]. In
our experiment, the NDC’s threshold of document classifi-
cation was set to 10, which is the college graduate level. In
other words, documents with NDC scores less than 10 were
regarded as readable.

4.2.2 Results

Table 2 shows our accuracy results. Our proposed mea-
sure outperformed the baseline in terms of precision, recall,
and the F-measure.

We created five models because a model is created for
each cross-validation. Useful features in the accurate classi-
fication cases are listed in Table 3, i.e., we list the features
that were selected from three or more models of the five
models with signs (i.e., positive or negative) of the coef-
ficients being consistent. Readability decreased when the
percentage of difficult words increased. Documents with
many adjective:adverb bigram tags were less readable. Sim-
ilarly, documents with many noun:relative bigram tags were
also less readable. These bigram tags may indicate com-
plex sentence structure. Conversely, documents with many
noun:noun bigram tags were more readable, suggesting that
using bigrams of POS tags impacts readability more than us-
ing unigrams. Meanwhile, it seems that the depth of heading

®http://www.lemurproject.org/clueweb09.php

Table 2: Readability results
Proposed NDC (baseline)

Precision 0.8889 0.8312
Recall 0.8865 0.8668
F-measure 0.8839 0.8438

Table 3: Variables used in our models

Variables Effects on readability
Percentage of difficult words Decrease
Rate of adjective:adverb bigram tag Decrease
Rate of noun:relative bigram tag Decrease
Rate of noun:noun bigram tag Increase

tags cannot properly represent the complexity of document
structure, because the feature was not chosen.

4.3 Score Fusion Combining Relevance and Read-

ability
4.3.1 Settings

In this experiment, we measured the accuracy of our pro-
posed information retrieval system that incorporates read-
ability. Correct search results must satisfy both conditions,
i.e., relevance to a query and readable. As noted above the
size of the dataset was 137. We constructed this experiment
using fivefold-cross-validation. Copulas were computed on
the training data, then a new instance from the test data
was evaluated via the copulas. Further, we used BM25 to
calculate relevant scores for documents.

Our evaluation measures were a normalized Discounted
Cumulative Gain(nDCGQk) in top-k documents and inter-
polated Precision(iP@3), where 4 is the recall level. In this
study, nDCG is calculated at k£ = 5,10, 15,20, while iP is
calculated at ¢ = 0.0,0.1,...,0.5.

4.3.2  Score fusion methods

We used the following six score fusion methods: Ciz(U);
Cmizprod(U), which is the product of likelihood and the mix-
ture copula; LIN(X), which is a linear combination of vec-
tor X; SUM (X)), which is the sum of vector X; PROD(X),
which is the product of vector X; and HM (X), which is the
harmonic mean of vector X

The x; component of vector X denotes a normalized score,
and component u; of vector U denotes a score to which a
cumulative distribution function F;(.) maps the z;. The
following equations are formulas of score fusion methods.
Further, we optimized parameter \; of linear combination
approach for training data in advance.

LIN(X) = Xz () Ai=1,X#0) (12)

SUM(X) = (13)
k
PROD(X) =[] = (14)
.
HM(X) = Lﬂfft (15)
i e

Score fusion methods using a copula must be given a type
of copula as a parameter. Moreover, marginal distributions



can be estimated by both Gaussian and empirical distribu-
tions. The types of copulas used in our experiments here
were the Gaussian copula, the Clayton copula, the Gumbel
copula, the Frank copula, and the empirical copula. Since
the distribution of relevant documents was approximately
divided into two clusters, we let the number of clusters used
in copula methods Chiz and Crizprod to be two. Note that
the number of clusters can be determined automatically as
described in Section 2.3.3.

Finally, we also evaluated BM25 and the readability score
to confirm the improvement of score fusion.

4.3.3 Results

Table 4 and Figures 2a and 2b show the results of our ex-
periment. Score fusion methods using copula were optimized
and set to the best combination of a marginal distribution
and a copula type.

Initially, fusion methods and single scores (BM25 and the
readability score) were compared. One of the single scores,
READABILITY , showed significantly low accuracy in all
measures as compared with other methods; however this
result is natural because READABILITY does not con-
sider the relevance to queries. Regarding BM25, in terms
of TP@0.0, Crizy Cmizprod, SUM, PROD, and HM out-
performed BM25. Meanwhile, in terms of IP@0.1, Chpiq
and Chnizprod outperformed BM25. Conversely, in terms of
IPQ@K(< 0.2), BM25 showed the best performance. It was
found that fusion methods are better than BM25 in interpo-
lated precision, because users are usually interested in only
top results.

Finally, in terms of nDCGQk(= 5, 10, 15), Crmiz and Cizprod

outperformed BM25 while in terms of nDCG@Q20, C),i5 out-
performed BM25. Consequently, fusion methods of copulas
are better in terms of nDCG.

Further, Crniz and Cryizprod, fusion methods using copula,
outperformed BM25 in terms of interpolated precision and
nDCG. Thus, it can be concluded that the proposed fusion
methods using copula are effective models.

5. CONCLUSION

In this work, we proposed a readability measure for Web
documents and information retrieval methods that take into
account readability. In the results of our experiments, our
proposed readability measure improved the accuracy in com-
parison with existing measures. In the experiment of score
fusion methods, combining readability and relevance using
mixture copula improved the accuracy in comparison with
single scores and a linear combination.

In future work, we plan to use a larger dataset to obtain
more reliable results, since only a small dataset was used in
this study.
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