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Chapter 1

Introduction

1.1 Financial liberalization and vulnerability to exter-

nal shocks

In recent years, financial crises originating in emerging market economies (hereafter,
EMESs) have shaken the global economy; financial crises were observed in Latin America
in 1982, in Mexico from 1994 to 1995, in the Asian financial crisis countries from 1997
to 1998, in Russia in 1998, in Brazil from 1998 to 1999 and from 2001 to 2002, in
Turkey from 2001 to 2002, and in Argentina from 2001 to 2002. Such crises in EMEs
have occurred since the 1980s when EMEs dramatically increased international capital

transactions following international financial integration policy. In general, financial
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liberalization enables free capital transactions across borders and brings various benefits
to EMEs. For example, countries with little domestic capital can achieve high economic
growth by financing domestic investment from abroad. In addition, foreign capital
transactions can also stabilize the economy by smoothing out consumption fluctuations
caused by country-specific shocks. However, financial liberalization also has the adverse
effect of making countries more vulnerable to external shocks.

Learning from past crises, EMEs and international economic institutions, such as the
International Monetary Fund (IMF), the World Bank, and the Bank for International
Settlements (BIS), have taken many steps to reduce their vulnerability to crises since
the onset of financial crises. However, there are growing concerns about economic and
financial crises in EMEs. The recent concern is the possibility of a debt crisis in EMEs
due to the end of the low-interest rate policy in the U.S. since the global financial crisis
and the fiscal deficits in EMEs accumulated during the COVID-19 pandemic. Natural
but crucial questions are: Why does the EMEs’ debt crisis occur, even if the EMEs
have implemented policies to mitigate the vulnerability to external crisis? What is the
potential cost of financial integration to the EMEs?

As the first step to answer these questions, this dissertation analyzes financial inte-
gration in EMEs and the effects on business cycles in EMEs. Specifically, we focus on

how financial integration changes the impact of the world real interest rate shock, one
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of the most influential global shocks, on the EMEs’ business cycles.
The remainder of this chapter is organized as follows. Section 1.2 reviews the related

literature. Section 1.3 describes the structure of the dissertation.

1.2 Literature review

1.2.1 Definition and measurement of FI

Financial integration and financial liberalization There is no well-established
definition of “financial integration” (hereafter, FI) (Rillo, 2018). We follow the view
of Ho (2009): “Financial integration is the process through which financial markets
in an economy become more closely integrated with those in other economies or with
those in the rest of the world.” “Financial liberalization” and “financial globalization”
are referred to as the trend marked by the growing integration of capital markets and
international financial transactions, according to Rillo (2018) and Ferrari Filho and
Terra (2022).

We use the FI to reflect not only the abolition of regulation led by policy agencies
but also various initiatives by private sectors. FI can be advanced through formal and
informal ways (Ho, 2009). The formal way includes the eliminating restrictions on in-

ternational financial transactions and multilateral policy coordination in response to

12
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financial instability. The informal way includes information sharing across borders, for-
eign investors’ participation in domestic production, and innovation of financial services
such as derivatives (Ho, 2009; Ferrari Filho and Terra, 2022). In Chapter 3, our model
considers that the FI lowers the borrowing limit imposed by foreign lenders, especially

through international information sharing.

Measurement of financial integration There are two major measurements of the
degree of FI: de facto and de jure measures (Prasad et al., 2003a). The most common
de jure measure is based on the Annual Report on Exchange Agreements and Exchange
Restrictions (AREAER), published annually by the IMF. The AREAER includes var-
ious regulations on foreign exchange systems, international capital transactions, and
international trades reported by public authorities in the member countries. The de
facto measure captures the actual volume of international capital transactions, often
called financial openness.!

Currently, there is no indicator that accurately measures the degree of FI in each
country. On the one hand, the de jure measure exhibits only the existence of the

regulation but cannot measure its strength. On the other hand, the de facto measure

cannot account for the degree of free international capital transactions because the

! De facto measure also captures the degree of covered interest parity (CIP) condition holds. This
measure is based on the fact that under free capital mobility, the CIP will hold. We use the actual
volume of international capital transactions as the measurement of FI because our motivating fact, the
ECV puzzle, introduced later, is based on the measurement.

13



Chapter 1. Introduction

number or strength of regulation does not necessarily correlate with the volume of
external capital flows particularly in EMEs. According to Kose and Prasad (2012),
Latin American countries imposed many capital controls during the crisis of the 1970s
and 1980s, but they failed to prevent large capital outflows, resulting in a sharp increase
in the gross capital flows to GDP ratio. Meanwhile, many African developing countries
have no significant capital controls, yet their international capital transaction volumes

are still low.

1.2.2 Economic stability and FI

Theoretical and empirical studies have reached no consensus on whether the FI stabilizes
the economy. The standard neoclassical macroeconomic model predicts that the FI can
contribute to the country’s economic stability. Mendoza (1991) and Reinhart and Calvo
(2000) provide theoretical explanations of how FI stabilizes the economy based on the
households’ behavior with concave utility. Under an economy with free capital mobility,
a household can smooth its consumption intertemporally against the country-specific
income shock by borrowing from or lending to other countries.

However, empirical studies cast doubt on the effect of the FI on consumption
smoothing. We review two major empirical findings: the excess consumption volatility

puzzle and the increased vulnerability of external shocks.

14
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Excess consumption volatility puzzle In EMEs, the consumption is more volatile
than income. This business cycle property is well known as the excess consumption
volatility (ECV; Aguiar and Gopinath, 2007).2 This is often interpreted as evidence
of the failure of smoothing consumption in EMEs. Moreover, Kose et al. (2003b) and
Prasad et al. (2003a) show that the ECV is worse in the EMEs with the higher levels
of financial openness.® This finding is puzzling in relation to the theoretical prediction
of the open economy real business cycle models of Mendoza (1991) and Baxter and
Crucini (1995). In addition, Kose et al. (2003b) and Prasad et al. (2003a) also show a
nonlinear relationship between the degree of financial openness and the ECV; a higher

openness increases the ECV up to a threshold level.

Vulnerability of external shocks While international financial transactions have
been active in EMEs since the 1980s, the financial crisis originating in EMEs has become
more severe (Reinhart and Calvo, 2000). Major reasons behind the severe crisis in EMEs
include the vulnerability of emerging markets’ economic systems to external shocks and,
importantly, the fact that the FI made countries more susceptible to external shocks.
Barrot et al. (2018) empirically show that at the business cycle frequency, financial

openness increases the vulnerability against external shocks, including international

2The size of ECV is measured by the relative volatility of consumption to real GDP.
3They showed that by the OLS and the IV. Even though they controlled other macroeconomic
factors, the result was robust.

15
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demand, supply, monetary, and commodity shocks. Georgiadis (2016) indicates that the
FIis one of the factors that influence the magnitude of spillover effects of U.S. monetary
policy on other countries’ output. Pagliari and Hannan (2017) show that global factors
significantly affect the volatility of EME capital flows, and argue that the EMEs suffer
the economic instability due to the FI. Moreover, a large literature emphasizes that
the international business cycle synchronization becomes stronger, especially during
globalization periods (Kose et al., 2003a; Imbs, 2004; Kose et al., 2008; Felices and

Wieladek, 2012).

1.3 Structure of dissertation

This dissertation first focuses on the EME business cycle. In Chapter 2, we revisit
the Bayesian estimation exercise of the SOE real business cycle (SOE-RBC) model of
Garcia-Cicco et al. (2010) (GPU), a representative model of the EME business cycle.
GPU, however, does not identify the world real interest rate (WRI) shock and the
country-specific risk premium shock. In the first half of Chapter 2, we re-estimate
the model using data from the real interest rates in the U.S. as an approximation of
the WRI. The results show that the WRI shock mainly explains investment and trade
balance, while in the GPU model, the country-specific shock explains investment and

trade balance. Furthermore, we find that the Kalman smoother of the preference shocks

16
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obtained from the estimation correlates with the real interest rate in the U.S. since 1975.
In the second half of Chapter 2, we discuss our hypothesis on what these correlations
implies.

In Chapter 3, we describe the basic model used in the analysis in Chapters 4 and
5. The model can illustrate the ECV in EMEs and be consistent with our hypothesis
described in Chapter 2. The key feature of the model is an occasionally binding bor-
rowing constraint depending on the interest coverage ratio (ICR) by Yamada (2023).
In this ICR-based borrowing constraint, the WRI has a larger effect on the foreign
debt ceiling compared to the standard flow collateral constraint, such as in Bianchi,
2011 and Cuba-Borda et al., 2019. In this chapter, we compare the models with the
ICR-based borrowing constraint and the standard borrowing constraint, addressing the
equilibrium characteristics of the two models. The ICR model explains the mechanism
of how the EMEs suffer the ECV.

Chapters 4 and 5 are the extensions of the basic model in Chapter 3. In Chapter
4, we approach the ECV puzzle, described in Section 1.2. We provide the economic
mechanism behind which a deep FI worsens ECV by solving the model investigated
in Chapter 3 with various degrees of the FI. In Chapter 5, we consider the effect of
pecuniary externality on the EMEs and illustrate how sudden stops of international

capital inflows happen in EMEs. We extend the basic model, allowing for the tradable

17
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and nontradable goods sectors and introducing the relative price of nontradable goods.
We analyze how the FT affects the sudden stop by solving the model with various degrees
of FI. In addition, we conduct a welfare analysis and show the opportunity of welfare
improving policy interventions under different degrees of FI.

Finally, Chapter 6 concludes and discusses our future research agenda.

18



Chapter 2

Revisiting the source of emerging
market business cycles: on empirical

investigation

2.1 Introduction

Analysis of emerging market business cycles has been active since the seminal work
by Aguiar and Gopinath (2007). They found the following three characteristics of the
emerging market business cycles: (1) higher volatilities of GDP and trade balance-

GDP ratio, compared to the advanced economies, (2) the ECV over income, and (3)
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the counter-cyclicality of the trade balance. Aguiar and Gopinath (2007) state that the
permanent technology shock of emerging market economies (EMEs) creates the above
three characteristics. Continued from Aguiar and Gopinath (2007), there has been
active work on models representing these three characteristic: for example, Neumeyer
and Perri (2005), Uribe and Yue (2006), and Garcia-Cicco et al. (2010). Among them,
GPU empirically identified the permanent technology shock with long historical annual
data of Argentina and Mexico and found that the main driving source behind EMEs’
business cycle features is not a growth shock. They showed that the risk premium
shock, defined as the difference between the country’s real interest rate and the fixed
world real interest rate, explains the first and third characteristics; the preference shock,
which is a shock on the stochastic discount factor, generates the second characteristic.

In this study, we revisit the source of EMEs’ business cycles by re-estimating the
GPU’s model extended with a stochastic WRI. The GPU model assumes a constant
WRI. Thus, the risk premium shock can be a mixture of shocks on the WRI and the
country-specific risk premium. We separate the two shocks using the U.S. real interest
rate data as a proxy of the WRI and re-estimate the extended model by a Bayesian
method.

The resulting variance decomposition shows that the WRI shock, rather than country-

specific risk premium shock, mainly explains investment growth and the trade balance-

20
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GDP ratio. The source of ECV is the preference shock, regardless of the specification
of the WRI process.

To dig deeper into the role of preference shock in the ECV, we conduct a rolling
estimation of the correlation coefficient between the preference shock and the U.S. real
interest rate. Surprisingly, we find that the correlation becomes much stronger after
1975. If the preference shock and the U.S. real interest rate are identified correctly,
the correlation between them should be zero. The statistically significant positive cor-
relation suggests that the preference shock includes some information related to the
U.S. real interest rate shock. Since the main driver of the ECV is the preference shock,
our empirical result infers that the U.S. real interest rate can cause the ECV in EMEs.
Then, a question arises: Why did the correlation between them turn out to be significant
after 19757

This chapter is organized as follows. The first half of this chapter conducts the
Bayesian estimation of the extended GPU model. Section 2.2 describes the model
setting. Section 2.3 conducts the Bayesian estimation and reports the estimation results.
Then, we raise a question about the identification of the preference shock and the real
interest rate in the U.S. In Section 2.4, we introduce our hypothesis regarding why the
non-zero correlation is observed, especially after 1975. We review the related literature

in Section 2.5. Section 2.6 summarizes this chapter.
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2.2 Model

2.2.1 Model environment

The model is basically the same as in GPU, except for the real interest rate process.
Consider an SOE with a single good. The representative household can borrow for one

period from foreign countries at the real interest rate r{, which is defined as
Ty =1+ [exp(ﬁtH/Xt —d) — 1| +exp(uf —1) — 1, (2.2.1)

where r, denotes the WRI in period ¢, which is exogenous to the SOE, Dy, is the aggre-
gate level of foreign debt per capita acquired in period ¢, X, is the labor productivity in
period ¢, and p is the country-specific risk premium shock in period ¢. The second term
of Eq. (2.2.1) represents the foreign debt-elastic risk premium, and 1) is the parameter
for the debt-elastic risk premium. If the aggregate foreign debt (Dy.1/X;) exceeds a
threshold d, the additional risk premium is imposed. The risk premium increases in the
aggregate foreign debt. The representative household takes the aggregate debt level as
exogenous. In equilibrium, D, = D, holds.

Our model differs from the GPU model in the stochastic WRI as follows;

re=r"+exp(u — 1) — 1,

22
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where r* is the steady state value of the WRI and p; is the WRI shock in period t.
In the GPU model, the WRI is assumed to be constant, and the risk premium shock
iy can be regarded as both the WRI shock and the country-specific shock. Later, we
use the U.S. real interest rate data as a good proxy for the WRI and identify the WRI
shock and the other (country-specific risk premium) shock.

The production function of the SOE is as follows;

}/t - Ath%Xtht)lia, (222)

where Y; is output in period ¢, A; is the total factor productivity in period t, K; is
capital holdings in period ¢, and h; is labor force in period t. The labor augmenting

productivity X; grows at rate g,

X1

gt

The household faces the following period-by-period budget constraint

D
}/;g‘f— 1_{t_+7’1'§ — Ct+Dt+]t+St7 (223)

where C; denotes consumption, [; is investment in period ¢, and .S; is a domestic spend-

ing shock. We denote the transitory component of the domestic spending shock by

23
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St = St/Xt~

The law of motion for capital is

_ O (K \
Kt+1 = (1 - 5)Kt + It + § K — g Kt, (224)
t

where ¢ is the depreciation rate of capital, ¢ is the adjustment cost parameter and g is
the steady-state growth rate of labor productivity.

The household’s objective is to maximize the expected lifetime utility

B> sl G Shﬂlﬂ - (225)
=0
where 1, is the preference shock.
Given the processes of Ay, gy, ¢, put, 45, ¢ and the initial conditions Ky and D_q, the
household chooses Cy, hy, K;11, I, Di+1 to maximize the lifetime utility (2.2.5) subject
to the budget constraint (2.2.3), the production technology (2.2.2), the law of motion

for capital (2.2.4), and the no-Ponzi game conditions for the foreign debt and capital
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Exogenous variables, Ay, g1, ¢, p$, pte, and v, follow an AR(1) process in each;

In A1 =paIn Ay + €y, € ~ iid. N(0,07),

In(ge11/9) = poIn(g:/9) + €11, e ~ iid. N(0,07),
In(sp41/8) = pgIn (se/s) + €., € ~ iid. N (0,02),
Inpg = pcnpi +e, €~ iid N (0,062) ,

p

I =pulnp + €y, € ~ iid N (O,Ui) :

Inv =pInv+e€,,4, €~ iid N (0,03) ,

where p, is the AR(1) coefficient of the process x;, and €} is the shock to x; that is an

1.1.d. normal random variate with the zero mean and the standard deviation o,.

2.2.2 Calibration

Table 2.1 reports the calibrated values of some of the model’s structural parameters.

The model is calibrated at an annual frequency. We use the same parameter values as

in GPU. To calibrate the steady-state growth rate g, the AR(1) coefficient of growth

shock py, and the standard deviation of growth shock o4, we use the estimation result

25
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Table 2.1: Calibrated parameter values

‘ Parameter ‘ Value ‘ Source ‘
B subjective discount factor 0.9224
~ risk aversion 2
«a  production share of capital 0.32
6  depreciation rate 0.1255
w labor utility parameter 1.6
6 labor impact on utility 2.24 from GPU
d standard borrowing constraint 0.007
g steady-state growth rate 1.010
pg AR(1) coefficient of growth shock 0.323
o4 standard deviation of growth shock | 0.011

of GPU.
For comparison, we also consider the restrictive model to the same specification as
in GPU, with the constant WRI assuming p; = 1 and r; = r*.

We estimate the other parameters ¢, ¢, r* and exogenous shocks Ay, uf, e, ¢ in

Section 2.3.

2.2.3 Prior distribution

We estimate our model using the Bayesian method as in GPU. Table 2.2 shows the
prior distributions of estimation parameters for two specifications. Specification (1)
represents the benchmark model with a constant WRI, and specification (2) represents
the extended model with a stochastic WRI described in Section 2.2. The parameters

to estimate are the debt elastic risk parameter v, the adjustment cost parameter ¢, the
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Table 2.2: Prior distribution

(1) Fixed WRI (2)
(GPU) Stochastic WRI

Distribution | Min. Max. | Distribution | Min. Max.
(0 0.00  5.00 0.00  5.00
[0) 0.00 8.00 0.00  8.00
Pa -0.99 0.99 -0.99 0.99
Ps -0.99 0.99 -0.99 0.99
Pe -0.99 0.99 -0.99  0.99
Pu Uniform — — Uniform -0.99  0.99
Pu -0.99 0.99 -0.99 0.99
Oq 0.00 0.20 0.00 0.20
O 0.00 0.20 0.00 0.20
Oc 0.00 0.20 0.00 0.20
o — — 0.00 0.20
oy 0.00 1.00 0.00  1.00

Note: Prior distributions of estimation parameters for each specification (1) and (2).
Specification (1) represents a model with fixed WRI, and specification (2) is a model

with stochastic WRI described in section 2.2.

AR(1) coefficients and standard deviations of the stationary technology shock p, and

04, the domestic spending shock ps and o, the country-specific risk premium shock p,

and o, and the preference shock p, and o,. In specification (2), we also estimate the

AR(1) coefficient and standard deviation of WRI shock p, and o,. Following GPU,

we use uniform distributions for all parameters’ prior distribution. The supports of the

uniform distributions follow those in GPU, as shown in Table 2.2.
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2.3 Result of Bayesian estimation

2.3.1 Posterior inferences of the models

We use the same data as in GPU but adopt a different sample period. The data of GPU
covers the period between 1900 and 2005, while our sample period is between 1934 and
2005. This is because the time series data of the U.S. real interest rate is only available
after 1934. The sample country is Argentina. Our time series data contain the real
GDP per capita, consumption, investment, and trade balance-GDP ratio in Argentina,
as well as the real interest rate in the U.S.

We implement the Metropolis-Hastings algorithm using the Dynare 4.5.7 procedure
on Matlab 2018b to simulate the posterior distributions of the structural parameters
on the two specifications, respectively.

Table 2.3 shows the posterior distributions of estimation parameters and the esti-
mated marginal log-likelihoods for the two specifications.! The first three columns cor-
respond to the fixed WRI specification, and the last three correspond to the stochastic
WRI specification. In each specification, the first column shows the posterior mean,
and the second and the third columns are the lower and the upper ends of the 90%
Bayesian credible interval of the corresponding structural parameter. The last row

shows the logarithm of the estimated marginal log-likelihoods.

!See the result of the convergence test in Appendix 2A.

28



Chapter 2. Revisiting the source of emerging market business cycles: on empirical

investigation

Table 2.3: Posterior distribution

(1) Fixed WRI (2) Stochastic WRI

Mean 90% interval | Mean 90% interval
Y 2.090 0.782 3.433 | 3.685 2.669 4.992
[0 3.466 2.123 4.892 | 4.906 3.519 6.321
Pa 0.936 0.895 0.989 | 0.923 0.871 0.979
Ps 0.790 0.675 0.910 | 0.792 0.681 0.908
Pe 0.927 0.874 0.989 | 0.926 0.873 0.984
Pu - - - 0.976 0.960 0.99
O 0.920 0.867 0.968 | 0.913 0.858 0.964
Oa 0.031 0.027 0.036 | 0.031 0.027 0.036
Og 0.120 0.103 0.134 | 0.118 0.102 0.133
O 0.036  0.020 0.051 | 0.054 0.039 0.068
Oy - - - 0.014 0.012 0.016
oy 0.599 0.341 0.879 | 0.611 0.354 0.879

Log ML 481.939 659.96

Note: posterior distribution of estimation parameters and marginal log-likelihoods for
each specification. The first three columns are the case in the fixed WRI, and the last
three are in the stochastic WRI. In each specification, the first column shows the mean
of the posterior distribution, and the second and the third columns are the lower and
the upper of the 90% confidence interval of the posterior distribution. The last row
shows the marginal log-likelihood for each specification.

In Table 2.3, the risk premium parameter ¢» and the adjustment cost parameter ¢

in the stochastic WRI model are higher than in the fixed WRI model. In addition,

the standard deviation of country-specific risk premium shock o, in the stochastic WRI

model is higher than in the fixed WRI model. The sizes of persistence of shocks are

almost the same in the two specifications.
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Table 2.4: Forecast error variance decompositions (in percent)
(1) Fixed WRI

Country
Technology Growth Preference specific Spending

Output growth 86.73 4.23 6.22 2.82 0.00

Cons. growth 49.18 1.91 44.06 4.84 0.01

Inv. growth 15.07 0.58 23.52 60.83 0.01

TB-GDP 0.96 0.23 20.64 78.11 0.07

(2) Stochastic WRI
Country
Technology Growth Preference specific Spending US real R

Output growth 86.07 4.2 6.17 0.75 0.0 2.8
Cons. growth 48.54 1.89 43.5 1.29 0.01 4.78
Inv. growth 12.93 0.49 20.18 14.2 0.01 52.19
TB-GDP 0.79 0.19 17.08 17.24 0.05 64.65
US real R 0.0 0.0 0.0 0.0 0.0 100.0

Note: The variance decomposition for forecast errors (FEVD) under the fixed WRI
model (1), and under the stochastic WRI model (2). Each variable, output growth,
consumption growth, investment growth, and the trade balance-GDP ratio, are decom-
posed into the five shocks in specification (1) and the six in specification (2).

2.3.2 Source of business cycles

Table 2.4 shows the forecast error variance decompositions (FEVDs). Tables 2.4(1) and
(2) represent the FEVDs under the fixed WRI model and the stochastic WRI model,
respectively. We decompose the fluctuations of output growth, consumption growth,
investment growth, and trade balance-GDP ratio into the five shocks in the fixed WRI
and the six shocks in the stochastic WRI model.

Surprisingly, the U.S. real interest rate shock has a dominant role in investment
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growth and the trade balance-GDP ratio in the case of the stochastic WRI model.
In the case of the fixed WRI model, the risk premium shock explains a large part of
investment growth and trade balance-GDP ratio, as shown in GPU. However, when we
identify the WRI shock ¢ and the country-specific shock €, the country-specific shock
explains at most less than 20% of investment growth and trade balance-GDP, whereas
the U.S. real interest rate shock explains over 50% of investment growth and almost
65% of trade balance-GDP ratio.

In the two specifications, the stationary technology shock and preference shock
explain more than 90 percent of consumption growth. The domestic spending shock
has only a small impact on the business cycles in the two specifications. The source
of the ECV, the relative standard deviation of consumption to GDP, is the preference
shock because the stationary technology shock explains not only consumption growth
but also output growth. The preference shock explains about 45 percent of consumption
growth but only about 6 percent of output growth. Hence, we can infer that the main
source of the ECV is the preference shock in the two specifications.

Figure 2.3.1 reports impulse responses of output and consumption growth, evaluated
at the posterior mean. The solid blue lines represent the responses of output growth
and the dashed orange lines represent those of consumption growth. The left panels

are the fixed WRI case, and the right panels are stochastic WRI. The top panels are
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the responses against stationary shock, the middle ones ares the growth shock, and the
bottom ones are the preference shock.

Figure 2.3.1 shows that consumption growth responds more than output growth
against stationary and preference shocks, regardless of fixed and stochastic WRI cases.
Notably, the consumption response against preference shock is much more than the
output response. Thus, the source of ECV is preference shock. Against a positive
preference shock, consumption growth increases about 2.5 to 3.5% on impact, then
decreases about -1.5%, whereas output growth does not respond on impact and then

decreases at most about -0.5%.

2.3.3 Correlation between the preference shock and the U.S.

real interest rate

Now, we raise a question about the identification of the preference shock. Figure 2.3.2
plots the U.S. real interest rate (the left axis) and the Kalman smoothed inference of
the preference shock, evaluated at the mean of the posterior distribution (the right
axis). The first and second columns are for the fixed and the stochastic WRI models,
respectively. The first row of each panel contains the plots for the full sample period
(1934-2005), the second row is for the sub-sample period between 1934 and 1974, and

the last one is for the sub-sample period between 1975 and 2005.
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Figure 2.3.1: Impulse responses of output and consumption growth

(1) Fixed WRI (2) Stochastic WRI
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Notes: Impulse responses of output and consumption growth are evaluated at the
posterior mean. The solid blue lines represent the responses of output growth and
the dashed orange lines represent those of consumption growth, respectively. The left
panels are the fixed WRI case, and the right panels are stochastic WRI. The top panels
are the responses against stationary shock, the middle ones are the growth shock, and
the bottom ones are the preference shock.
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Figure 2.3.2 shows a positive correlation between the U.S. real interest rate and
the smoothed preference shock after 1975, regardless of the model’s specification. The
estimated correlation coefficient in the second sub-sample period is 0.38 in the fixed
WRI model and 0.39 in the stochastic WRI model. If the preference shock is correctly
identified without miss-specification, the correlation should be zero. The positive cor-
relation between the U.S. real interest rate and the smoothed preference shock revealed
in Figure 2.3.2 indicates that none of the two specifications can identify the preference
shock correctly. Since our FEVD result implies the source of ECV is the preference
shock, if we correctly identify the preference shock, the ECV could result from the U.S.
real interest rate shock.

The reason why the correlation still remains under the Stochastic WRI may be that
the cross-equation restriction in the model has not been fully applied for some reason.
One of the reasons for this may be that the data had a structural change around 1975,
and the model has not been able to capture these changes, resulting in a poor fit for

the post-1975 data.

2.4 Discussion

In the previous section, we observe a positive correlation between the smoothed prefer-

ence shock and the U.S. real interest rate after 1975. A natural question is, why did the
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Figure 2.3.2: Correlation between the smoothed preference shock & U.S. real interest

rate
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correlation occur? Why did the correlation become significant, especially after 19757
What is the economic mechanism behind this correlation? In this section, we offer our
hypothesis behind this observation.

By construction, the preference shock v, can be considered as a shock to the Euler
equation residual, a random variable that generates a deviation of the optimal con-
sumption for the standard Euler equation. Then, a positive correlation between the
U.S. real interest rate and the smoothed preference shock suggests the possibility that

the Euler equation residual becomes correlated with the U.S. real interest rate after
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1975. A reasonable candidate of the Euler equation residual is the Lagrange multiplier
associated with a model subject to occasionally binding borrowing constraints. Such a
model introduces an additional stochastic term, the Lagrange multiplier of the borrow-
ing constraint, into the Euler equation. If the Lagrange multiplier becomes correlated
with the U.S. real interest rate after 1975, it is consistent with our observation of a
correlation between the smoothed preference shock and the U.S. real interest rate after
1975.

Therefore, to construct a model consistent with our observation and to seek the
main mechanism behind ECV in EMEs more deeply, our study focuses on the role
of the U.S. real interest rate in the tightness of the international financial market in
the content of the financial openness of EMEs proceeded since the late 1970s. As we
review in Section 2.5, the literature has pointed out that the U.S. interest rate has
greatly impacts on the international financial market condition. In addition, previous
studies also indicate that as EMEs promoted financial liberalization from the late 1970s,
EMEs tended to be more vulnerable to foreign or world financial shocks. We consider
that the correlation between the smoothed preference shock and the U.S. real interest
rate reflects that consumption in EMEs becomes more sensitive to the tightness of the
international borrowing condition, which largely depends on the U.S. real interest rate.

In the next section, we review previous studies discussing the effect of the U.S. real
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interest rate on EMEs and the financial liberalization of EMEs.

2.5 Related literature: the effect of U.S. interest rate

on EMEs

Previous studies have pointed out that the WRI and the U.S. interest rate shocks
significant affect on the EMEs’ business cycles. Uribe and Yue (2006) construct an
SOE business cycle model with a working capital constraint and show that the U.S. real
interest rate shock explains about 20% of EME’s business cycle fluctuations. Sarquis
(2008) found a result similar to that of Uribe and Yue (2006) by using an SOE business
cycle model with a binding credit constraint in Brazilian data. Muhanji and Ojah
(2011) showed that the WRI shock leads to significant fluctuations in foreign debts in
eleven African countries.

In addition, previous studies have shown that the global common factor, such as
the WRI shock, has a significant effect on the EME capital flows and, in some cases,
causes external crises. Koepke (2018) surveyed the large empirical literature on the
drivers of international capital flows and concluded that push factors, including the
world interest rates, global risk aversion, and the growth of the world economy, are

the main drivers of capital flows in EMEs. Forbes and Warnock (2012) classify the
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extreme capital flow episodes in EMEs into four categories: surges, stops, flights, and
retrenchments. The surges include a sharp increase in gross capital inflows; the stops
include a sharp decrease in gross capital inflows; the flights include a sharp increase in
gross capital outflows; and the retrenchment a sharp decrease in gross capital outflows.
They show empirically that the WRI has a dominant effect on the retrenchments. In
addition, under some regression specifications, the WRI significant affects on the stops.
Moreover, many theoretical studies also argue the significant impact of global factors,
including the WRI, on the sudden stops (Arellano and Mendoza, 2002; Mendoza, 2010;

Davis et al., 2023) and EME sovereign defaults (Foley-Fisher and Guimaraes, 2013).

2.6 Summary of this chapter

In this chapter, we revisit the source of EMEs’ business cycles by re-estimating the
GPU model extended with a stochastic WRI. The resulting variance decomposition
shows that the WRI shock, not the country-specific risk premium shock, dominantly
explains investment growth and the trade balance-GDP ratio. The source of ECV is
the preference shock, regardless of the specification of the WRI process.

In addition, we dig deeper into the role of preference shock in the ECV by conducting
a rolling estimation of the correlation coefficient between the preference shock and the

U.S. real interest rate. We find that the correlation becomes much stronger after 1975.
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Since the main driver of the ECV is the preference shock, our empirical result infers
that the U.S. real interest rate can cause the ECV in EMEs. By construction, the
preference shock can be considered as a shock to the Euler equation residual. Then,
a positive correlation between the U.S. real interest rate and the smoothed preference
shock suggests the possibility that the Euler equation residual becomes correlated with
the U.S. real interest rate after 1975. We discuss that the model with the borrowing
constraint can be consistent with our findings of a correlation between the smoothed
preference shock and the U.S. real interest rate. A possible candidate for the Euler
residual is the Lagrange multiplier associated with a model subject to occasionally
binding borrowing constraints. If the Lagrange multiplier becomes correlated with the
U.S. real interest rate after 1975, it is consistent with our observation of the stronger

correlation after 1975.
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ICR-based borrowing constraint

3.1 Introduction

In the previous chapter, we observe that the U.S. real interest rate and the smoothed
preference shock correlated positively after 1975. We hypothesize that the positive
correlation reflects that consumption in EMEs becomes more sensitive to the tightness
of the international financial condition, which is largely affected by the real interest
rate of the U.S. or the WRI.

To approach our hypothesis, this chapter introduces the ICR-based borrowing con-
straint. The key feature of this occasionally binding borrowing constraint is that its

tightness depends strongly on the WRI, compared to the standard flow collateral con-
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straint as in Bianchi (2011) and Cuba-Borda et al. (2019).

Since Bernanke and Gertler (1995) emphasized the role of interest rates on borrowing
ability, many previous papers focused on how the interest rate affects foreign debt and
the tightness of borrowing constraints in SOE models, such as Neumeyer and Perri
(2005), Uribe and Yue (2006), Mendoza (2010), and Davis et al. (2023). Previous
studies have considered the working capital constraints, stock collateral constraints a la
Kiyotaki and Moore (1997), or flow collateral constraints as in Bianchi (2011) and Cuba-
Borda et al. (2019). However, in the actual debt security market, it is not apparent
whether the collateral is determined by the value of stock assets (physical capital) or
(cash-)flow based. Lian and Ma (2020) show that 20% of debt in U.S. non-financial
firms is valued by assets, but 80% is by cash flows.

The debt or interest ratio of cash flows is also a common type of borrowing con-
straint. According to Greenwald (2019), the ICR-based covenant, the borrower’s ratio
of interest payments to profit needs to exceed the threshold, is the most used covenant in
non-financial firms in the U.S. In addition, he shows that the debt-ratio-based covenant,
the borrower’s total debt ratio to profit needs to be over the threshold, is the second
most commonly used covenant, and the combination of ICR and debt-ratio is the most
common covenant combination set.

Our ICR-based borrowing constraint is based on Greenwald (2019). which use the
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ICR as borrowing constraint firstly. He uses the ICR-based borrowing constraint as
a firm’s constraint in a closed economy. Compared to his, we consider the ICR-based
covenant as in the international financial markets. Almost half of the portfolio inflows to
EMEs are by private sectors, and a quarter of debt inflows are by financial intermediaries
(Lopez and Stracca, 2021). Thus, we consider that such financial intermediaries make
an ICR-based covenant with EMEs in the international financial market.

We show that the WRI affects consumption through the Lagrange multiplier at-
tached to the borrowing constraint in the ICR-based borrowing constraint model more
strongly than in the standard flow collateral constraint. As a result, consumption be-
comes more sensitive to the WRI shock in ICR-based borrowing constraints. The mech-
anism behind the ECV is different between the standard and the ICR-based models. In
the case of the ICR-based borrowing constraint, the ECV reflects a significant consump-
tion decline due to the binding borrowing constraint when the WRI is high. When the
WRI is low, the borrowing constraint is slack, and consumption smoothing is possible.
However, once the WRI increases, the borrowing constraint binds, and refinancing is
limited. Thus, households must reduce consumption to a greater degree, resulting in
the ECV. In the case of the model with the standard borrowing constraint, the source
of the ECV is the amplification of the income shock due to the borrowing constraint.

A low-income shock tightens the collateral constraint and reduces consumption more
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than the current income for the repayments. In contrast, a positive permanent income
shock relaxes the collateral constraint and increases consumption more than the cur-
rent income by borrowing from foreign countries. In the standard collateral constraint
model, consumption responds to income shocks. Hence, consumption smoothing is not
possible.

This chapter is organized as follows. Section 3.2 introduces the ICR-based borrowing
constraint. Section 3.3 compares the model with the ICR-based borrowing constraint
and the model with the standard borrowing constraint by Cuba-Borda et al. (2019).
Section 3.4 shows the results of the quantitative analysis and discusses the difference
between the ICR-based borrowing constraint model and the standard flow collateral

constraint model. Finally, Section 3.5 summarizes the chapter.

3.2 ICR-based borrowing constraint

Consider the following ICR-based borrowing constraint

diy1 < max {J, ZEtyt+1} ) (3.2.1)
Tt
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where d > 0 is the minimum debt limit and 7 > 0 is a parameter that determines
the tightness of the borrowing constraint.! The second term in the bracket of the
Eq.(3.2.1) implies that (i) the foreign borrowing limit depends negatively on the WRI
and positively on the expected income, and (ii) a higher 7 makes the foreign borrowing
limit more sensitive to the WRI and the expected income. Note that a lower (higher) r;
relaxes (tightens) the borrowing constraint, whereas a lower (higher) expected income
tightens (relaxes) the borrowing constraint.

We define the ICR by v,/(r;_1d;). The ICR-based borrowing constraint is derived
from foreign lenders’ assessment of the borrower’s default risk evaluated by the ICR.

We assume that foreign investors lend out to the SOE under the following conditions

on the ICR;

ICR =V >7 (3.2.2)

Te—1dy

where 7 is the threshold value imposed by foreign lenders. Condition (3.2.2) implies
that foreign debt level d; needs to satisfy that the ICR exceeds the threshold value 7.
We then derive Eq.(3.2.1) by rearranging Eq.(3.2.2) and with setting 7 = 1/7. Here, the
parameter 7 can be interpreted as the degree of FI. A deeper FI, which is reflected in,

for example, the enhancement of information disclosure to foreign investors and many

1Tt is necessary to set this minimum debt d for the existence of the optimal solution. Intuitively, if
the initial d is small enough, there is no optimal solution depending on the realized value of shocks.
For details, see Chapter 18 of Ljungqvist and Sargent (2012).
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local branches of international banks, can reduce monitoring costs of foreign lenders
and increase the credibility of the SOE. This higher credibility can lower the threshold
value 7, and leads to a higher 7. As a result, a higher degree of FI can increase the
foreign borrowing limit, as Eq.(3.2.1) implies.

The economic rationale behind the condition relies on practical and empirical facts.
The financial covenant with ICR is one of the common covenants in corporate firms
(Private Placement Enhancement Project 1996; Dothan 2006; Greenwald, 2019). Ac-
cording to Greenwald (2019), the ICR~based covenant is the most used type of index-
based covenant in U.S. firms. He shows that 7 is almost stable over time. In addition,
the ICR is used for default risk evaluations in firms. For example, rating agencies, such
as Standard and Poor’s, include the ICR in the construction of their ratings (Standard
and Poor’s 2013). Furthermore, Gray et al. (2006) show that the ICR has a dominant
effect on credit ratings.

We suppose that in international lending, the ICR-~based covenant is common and
useful for evaluating potential default risks. According to Loépez and Stracca (2021),
almost half of the international portfolio inflows to EMEs come from the private sector.
Especially in the international debt security market, financial intermediaries account
for almost a quarter of the EMEs’ inflow (Lopez and Stracca, 2021). Thus, we believe

that the ICR covenant is common even in international financial markets.
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3.3 Comparison between ICR-based and standard bor-

rowing constraints

Consider a SOE with a single good. An infinitely lived representative household re-
ceives exogenous stochastic income 1. There is a state non-contingent bond traded
in international financial markets. The representative household can borrow for one
period from foreign countries at the time-varying WRI r;, which is exogenous to the

SOE.

The household faces the following period-by-period budget constraint
Yt -+ dt+1 = (1 + Tt—l)dt + Cy, (331)

where ¢; is consumption and d;; is the foreign debt level in period ¢+ 1. The household
also faces the ICR-based borrowing constraint (3.2.1).
To make the important role of the ICR-based borrowing constraint clear, we also

examine the standard borrowing constraint as in Cuba-Borda et al. (2019)
diy1 < max {J, MEtyt-l—l} ; (3.3.2)

where d > 0 is the minimum borrowing limit for this case and M > 0 is a parameter
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that determines the tightness of the standard borrowing constraint. Note that the

foreign debt limit of the standard borrowing constraint (3.3.2) is independent of 7.
Given the exogenous income 1;, the WRI r; and initial foreign debt level dy, the

household chooses the sequence of consumption ¢; and the foreign debt level d;,; by

maximizing the following expected lifetime utility

Ei/@tcg_v—_l (3.3.3)
0 1=~ -0
=0

subject to the budget constraint (3.3.1) and the either of borrowing constraint (3.2.1)
or (3.3.2).

We assume that the WRI follows an AR(1) process
re=(1—p)r*+p'r+ef, e ~ N0 02), (3.3.4)

where r* and p” are the mean and the AR root of r;. The WRI shock e} is an i.i.d.
normal random variate with the zero mean and the standard deviation o,.

We also assume that the income follows the process

Iny, = (1—pY) Iny* + pYIny, 1 + plricy + €}, ef ~ N(0,07). (3.3.5)
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where y* is the steady-state level of y, p¥ is the AR root of y;, and pY is the sensitivity
of the current income 1; to the one period past WRI, r;_;. The country-specific income
shock e is an i.i.d. normal random variate with the zero mean and the standard de-
viation o,. We specify that the current income y; depends on r,_;. This is because if
we consider an AR(1) income process independent of 7, consumption volatility, which
depends on the multiple shocks in equilibrium, should exceed income volatility by con-
struction. Thus, we consider a reduced-form income process, which is driven by the
two shocks, to obtain the volatility ratio of consumption and income consistent with

the data.

3.3.1 The WRI effect on consumption

The Euler equation of the household’s problem is

)\t = BRtEt)\t—‘rl + )\tB, (336)

where \; = ¢; 7 is the marginal utility of consumption at period ¢, A\Z is the Lagrange
multiplier for the ICR-based borrowing constraint at period t or for the standard flow
collateral constraint, and R; = (1 +7;) is the gross WRL If AP = 0, Eq.(3.3.6) is equiv-

alent to the Euler equation in the standard SOE model without borrowing constraints.
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AP represents the additional utility cost that the representative household needs to
pay to increase current consumption through foreign borrowing when the borrowing
constraint binds. When the borrowing constraint binds, the marginal utility gain from
increasing consumption by foreign borrowing (\;) equals the marginal utility loss from
reducing consumption associated with the increase in interest payments (SR EiAii1)
and the additional cost due to the binding borrowing constraint (A\? > 0). Thus, current
consumption becomes smaller than in the standard case without borrowing constraints.

In the case of the model with the ICR-based borrowing constraint, the WRI affects
consumption through two channels. The first channel is the intertemporal substitution
effect, the first term in the Euler equation (3.3.6), which is the standard effect of real
interest rate on consumption in the real business cycle model. The second channel is
through the Lagrange multiplier for the borrowing constraint, AZ. Since the borrowing
constraint (3.2.1) assumes the borrowing limit depends negatively on the WRI, a higher
WRI tightens the borrowing constraint and increases AP , which reduces the current
consumption. In the case of the model with the standard flow collateral constraint
(3.3.2), the WRI also affects consumption through the above two channels. However,
the second channel would be modest compared to the ICR-borrowing constraint case
because the debt ceiling of the standard flow collateral constraint does not depend on

the WRI. In addition, a higher WRI has the opposite effect on consumption in the case
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of the ICR-based borrowing constraint. A higher WRI reduces foreign debt, relaxes the
collateral constraint, and reduces A?, which results in higher consumption.

In the previous chapter, we find a correlation between the smoothed preference shock
and the U.S. real interest rate. As discussed in Section 2.4, we hypothesize that the
Euler equation has an additional term that correlates with the WRI, especially after
1975. Note that the SOE model with the ICR-based borrowing constraint introduced
in this chapter is consistent with our hypothesis. In the case of ICR-based borrowing
constraint, the Euler equation has an additional term, AP, that correlates strongly to
the WRI, as described in Section 3.3.1. In Section 3.4, we will show that the WRI
has a dominant effect on AP and, thus, consumption in equilibrium of the ICR-based
borrowing constraint model by quantitative analysis. In the next chapter, we will show

how the FI changes the effect of WRI on consumption through its effect on A\5.

3.3.2 The steady state

We assume that the degree of FI in EMEs is sufficiently low so that the borrowing con-
straint binds at the steady states. Lower 7 leads to a smaller foreign borrowing limit
and the tighter borrowing constraints. The sufficiently low 7 indicates that the bor-

rowing constraint mostly limits foreign borrowing, resulting in the borrowing constraint
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binds at the steady state.? Past studies assume the borrowing constraints unbind at the
steady state to investigate the role of borrowing constraints in financial crises. Because
we focus on the effect of FI on the ECV, which is a business cycle feature of EMEs,
we analyze consumption under the situation that the borrowing constraint binds at the
steady state.

The steady state of this model is characterized as follows:

T
ySS — y*’ TSS — 7,*’ dSS — EySS’ tbSS — T,SSdSS — TySS’
r

CSS — ySS _ TSSdSS — (1 _ T)ySS, )\BSS — [ 6(1 _"_ 7,58)] > O’
1
R*SS = .
B

A higher 7 increases the steady state foreign debt level d** and trade-balance tb%°.
Because our model is an endowment economy model, an increase in d*® decreases the

steady-state level of consumption ¢**.

2 Advanced economies can be considered as having sufficiently large 7 the case that the borrowing
constraint seldom binds. The probability of binding borrowing constraints is very low, so borrowing is
not limited in normal times. Thus, consumption volatility will be lower than income volatility. In that
sense, for business cycles in advanced economies, we can ignore the borrowing constraint and consider
frictionless SOE models with bitty risk premiums that are imposed only for the stationarity of the
model, as in Schmitt-Grohé and Uribe (2003). However, huge negative shocks can recall the existence
of borrowing constraints, and foreign borrowing can be limited even in advanced economies.

ol



Chapter 3. ICR-based borrowing constraint

Table 3.1: Calibrated parameter values (baseline case)

’ Parameter ‘ Value ‘ Source ‘
B subjective discount factor 0.9224 | from Garcia-Cicco et al. (2010)
~  risk aversion 2 the common value of SOE models
r*  steady-state value of WRI 0.0356 | mean of U.S. real interest rate
7  degree of FI 0.0328 | mean of TB-GDP in Argentina
M  scale parameter of 0.921 | 7/r*
standard borrowing constraint

3.3.3 Calibration

Table 3.1 reports the calibrated values of the model’s structural parameters. The model
is calibrated at a quarterly frequency. We set the parameter 3 = 0.9224 so that A\%** >
0, i.e., the borrowing constraint binds at the steady state. Since T = tb* /y** at the
steady state, 7 is set to 0.0328, which equals the sample average of the trade balance-
GDP ratio in Argentina for the period 1991Q1-2008Q3. The parameter M is set to
7/r* = 0.921 so that the marginal effect of income on the borrowing limit at the
steady state is identical between standard and the ICR-based borrowing constraints.
We assume that the WRI is approximated by the U.S. real interest rate. Hence r* is
set to the sample average of the real interest rate in the U.S. for the period 1991Q1-
2008Q3.3

We calibrate the stochastic processes of the two exogenous shocks by estimating

Egs.(3.3.4) and (3.3.5) with the U.S. real interest rate and the deviation from the

3The U.S. real interest rate is constructed followed by Neumeyer and Perri (2005).
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cubic trend of real GDP per capita in Argentina for 1991Q1-2008Q3, respectively. We
assume that y* = 1. We obtain p" = 0.946, p¥ = —0.108, p¥ = 0.949, o, = 0.0051,
and o, = 0.0194 from the corresponding point estimates. We then approximate the
bivariate vector autoregression (VAR), which is implied by Eqs.(3.3.4) and (3.3.5),
by a finite Markov process with three states of 3 and r;, using the multi-Tauchen
method developed by Tauchen and Hussey (1991). We construct the state space grids

of y = [0.963, 1(= y**), 1.068] and r = [0.0198,0.0356(= r*),0.0514], respectively.

3.3.4 Quantitative exercise

The model is solved using the fixed-point iteration method proposed by Mendoza and
Villalvazo (2020), which is one of the nonlinear global solution methods with occa-
sionally binding constraints. The endogenous state variable d; is chosen from equally
spaced discrete grids, D = {d; < dy < -+ < dpa}. We set D with n? = 200,
dy = 0.25d*°, dygo = 1.75d*°, where d*® is the deterministic steady state value of d;. In
the case of with 7 smaller than the baseline value of 0.0328, we change the maximum
value of D to 1.5d* with n¢ = 166. Because exogenous state variables r, and 7, have
nine states in total, there are 200 x 9 coordinates (or 166 x 9 if 7 is smaller than the

baseline value) in the state space of this model.
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Table 3.2: Long-run business cycle moments

Model
ICR-based Standard
Data constraint  constraint

Mean
Foreign debt - 0.89 0.92
TB-GDP ratio 0.03 0.03 0.03
Risk premium - 4.69 4.64
Standard deviation (in percent)
Foreign debt - 20.25 4.18
TB-GDP ratio 5.40 5.56 1.91
Consumption 6.82 7.71 5.69
Real GDP 5.10 5.07 5.07
Risk premium - 18.08 4.15
Std. relative to GDP
Consumption 1.34 1.52 1.12
Probability of binding - 36.29% 88.83%
Max Euler eq. error - 2.1E-06 1.9E—-06

Notes: The data sample is Argentina for 1991Q1-2008Q3, calculated from the replica-
tion data of Chapter 5 in Uribe and Schmitt-Grohé 2017, available at Maritn Uribe’s
homepage. The data for consumption and GDP are in real per capita terms, logged,
and deviations from these cubic trends. The trade balance-output ratio is also in real
per capita terms. The “standard constraint” (column 3) refers to the model with a
standard borrowing constraint, and the “ICR-based constraint” (column 4) refers to
the model with the ICR-based borrowing constraint. The business cycle moments in
models are calculated from the stationary distributions of d; and policy functions.

3.4 Results of the quantitative analysis

3.4.1 Business cycle moments: standard vs. ICR-based bor-
rowing constraints

Table 3.2 shows the sample moments in Argentina for 1991Q1-2009Q3 (the second

column) and the business cycle moments derived from the stationary distributions of d;
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and policy functions. The third column displays the corresponding moments simulated
with the ICR-based constraint model, and the fourth column displays those with the
standard borrowing constraint models.*

The sample moments in Argentina show high volatility and ECV. Instead, the stan-
dard deviations of trade balance, consumption, and income are over 5 percentage points.
Moreover, the relative standard deviation of consumption to income exceeds one signif-
icantly, which means the ECV. These observations are consistent with the findings of
Aguiar and Gopinath (2007).

The ICR-based borrowing constraint model accounts well for these observations.
The standard deviations of trade balance, consumption, and the size of ECV are close
to the data counterparts. These high volatilities result from th