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1 Introduction

Since the foundation of von Neumann and Morgenstern (1944), game theory has developed as a mathematical theory to investigate economic behavior involving conflicts and cooperation. In the global society, we are faced with many economic, political and social problems. Monetary crisis, unemployment, international trade, conflicts on territory, natural resources and environment are only a limited list of examples. It becomes more important than ever before theoretically and practically for us to scrutinize whether or not, and how we (as players) can cooperate and resolve various conflicts. In this paper, I review some recent works on game theoretical analyses on cooperation and institution.

There exist a variety of mechanisms by which cooperation is sustained among individual players who pursue their own goals. They include: kin, evolution, reciprocity, altruism, trust, communication, learning, reputation, social norm, negotiations, institution and so on. These mechanisms should work in a complementary fashion to promote cooperation and social order, in general. My exposition focuses on negotiation and institution which play important roles in a human society as it goes beyond a primitive stage.

The first part of the paper reviews recent developments on non-cooperative coalitional bargaining theory. Since the work of von Neumann and Morgenstern (1944), various kinds of solutions to the coalitional bargaining problem have been proposed in cooperative game theory. While many solutions are based on innovative ideas on group behavior, there has been no consensus among game theorists about what is an appropriate solution for an \( n \)-person cooperative game. This disagreement remains to the present day. It may be argued that the diversity of solutions is a virtue, reflecting the complexity of the real world. However, to apply game theory to economic analysis, we need

---

1While competition is often emphasized as the primary function of market mechanisms, Adam Smith (1776) considered the roles of division of labour and co-operation by economic agents. Competition may be regarded as an element of a whole process of negotiations in markets.
a general framework to understand when one solution is more suitable than others. Cooperative solution theory for economic situations with externality and incomplete information has not been well-explored.

The non-cooperative game approach initiated by the seminal works of Nash (1951, 1953), called the Nash Program, aims to explain cooperation as the result of individual players’ payoff maximization in an equilibrium of a non-cooperative bargaining game that models pre-play negotiations.\textsuperscript{2} Cooperation should be strategically stable. The non-cooperative approach is suitable for studying how the outcomes of economic activity are determined by negotiation rules, belief and strategic incentives. The approach re-examines a widely-held view in economics, called the efficiency principle, that a Pareto-efficient allocation of resources can be attained through voluntary bargaining by rational agents if there is neither private information nor bargaining costs.

The second part of the paper considers institutional foundations for cooperation. Institutional arrangements facilitate cooperation in a society. The enforceability of agreements is one of the most critical condition for cooperation. In most bargaining models, it is assumed that an agreement of cooperation can be enforced once it is reached among bargainers.\textsuperscript{3} How can an agreement of cooperation be enforced?

In this paper, I simply refer to a social mechanism to enforce an agreement as an institution. The form of an institution is diverse. Some institutions such as a police and a court are centralized in the sense that a central authority sanctions violators. Others are decentralized, and mutual monitoring and punishments among agents prevent them from violation. Examples of decentralized institutions are social norm, convention and community enforcement,

\textsuperscript{2}Nash (1951) explains his approach as follows: “One proceeds by constructing a model of the pre-play negotiation so that the steps of negotiation become moves in a larger non-cooperative game [...] describing the total situation. ... Thus, the problem of analyzing a cooperative game becomes the problem of obtaining a suitable, and convincing, non-cooperative model for the negotiation.”

\textsuperscript{3}If any agreement cannot be enforced, then a bargaining game is simply a cheap-talk game where a “babbling equilibrium” without cooperation always exists.
which are often formalized as a repeated game equilibrium.

I am concerned with how an institution emerges in a society. To consider this question, I re-examine a contractarian point of view that individuals may voluntarily agree to create an institution for their collective benefits. There is a well-known puzzle in the institutional approach to cooperation. It is often said that, since rational individuals with self-interests have an incentive to free-ride on an institution enhancing cooperation, they are likely to fail in forming institutions.⁴ I review recent works on the institution formation in a social dilemma situation where the pursuit of individual interests conflicts with the maximization of social welfare. Public goods provision and common-pool resource management are classic examples of the social dilemma.

The paper is organized as follows. Section 2 reviews recent works on non-cooperative coalitional bargaining theory. The basic results of the random-proposer model are presented. The theory is applied to the issue of involuntary unemployment in a labor market. Extensions to cooperative games with externality and incomplete information are discussed. Section 3 reviews recent work on the institution formation in social dilemma situations. Section 4 gives concluding remarks.

2 Theory of Cooperation

2.1 Non-cooperative Bargaining Theory of Coalition Formation: An Overview

I start to briefly review the literature on non-cooperative n-person bargaining theory of coalition formation.⁵ After Nash’s (1953) pioneering paper on

---

⁴Kosfeld et al. (2009) term this puzzle a “dilemma of endogenous institution formation.” The dilemma is sometimes called the “second-order free-rider problem” (Oliver 1980).

⁵This overview is given so that readers obtain a perspective for the expositions in the paper. Many important contributions to the literature are not included. See Bandyopadhyay and Chatterjee (2006), Ray (2007) and Ray and Vohra (2013) for excellent surveys on the literature.
two-person bargaining game, Harsanyi (1974) presents a non-cooperative bargaining model in extensive form for an $n$-person game in characteristic function form to interpret von Neumann-Morgenstern (1944) solution (i.e. stable set) as an equilibrium point of the bargaining game. Selten (1981) presents a sequential bargaining game in which players propose coalitions and payoff allocations feasible to them until an agreement is made. Selten shows that an equilibrium of his model is closely connected to a cooperative solution named a stable demand vector (Albers 1975).

Since the seminal work of Selten (1981), the literature on non-cooperative coalitional bargaining has received widespread research interests and is now actively growing. While most works attempt to reconstruct cooperative solutions as equilibrium outcomes of non-cooperative sequential bargaining games in the spirit of Nash Program, they are motivated by two different (but closely related) research interests.

The first line of the research is non-cooperative foundation of cooperative solutions. The research has been carried out in both normative and positive perspectives. A typical problem from a normative point of view can be stated as: how one (as a rule maker) can design a well-defined bargaining procedure which implements some cooperative solution as equilibrium outcomes. From a positive point of view, one can also ask whether or not a cooperative solution can be sustained as an equilibrium point of a non-cooperative bargaining game that describes suitably a negotiation process in the real world. If the answer to the question is negative, then the cooperative solution in question loses its relevancy.

Major solution concepts in cooperative game theory have been studied in the non-cooperative equilibrium approach as well as in the cooperative axiomatic approach. The core and the Shapley value are the most studied solution concepts. Non-cooperative bargaining models for the core have been proposed by several works such as Okada (1992), Perry and Reny (1994), Moldovanu and Winter (1994, 1995), Okada and Winter (1995), Serrano (1995),

The second line of research aims to establish a positive theory of coalitional bargaining to understand how economic agents behave in multilateral negotiations, and what outcomes prevail in coalition formation and payoff allocation. Specifically, in the framework of non-cooperative coalitional bargaining, the literature has re-examined the efficiency principle. Chatterjee et al. (1993) extend the Rubinstein (1982) alternating-offers model to coalitional bargaining. In their model, the first proposer is determined by a fixed order over players, and a first rejector becomes the next proposer. Proposals and responses are repeated until all players join (possibly different) coalitions. Players discount their future payoffs. Chatterjee et al. show that the delay of an agreement may occur in a stationary subgame perfect equilibrium (SSPE) of their “rejector-proposes” model, and that the efficiency principle does not necessarily hold due to the formation of an inefficient subcoalition when players are sufficiently patient. Players may not agree to form the grand coalition in an SSPE even if it is a unique Pareto efficient coalition. Ray and Vohra (1999) extend the rejector-proposes model to a game with widespread externalities in partition function form where the value of a coalition depends on the entire coalition structure.

Baron and Ferejohn (1989) propose another generalization of the two-person Rubinstein-type sequential bargaining game to legislative bargaining described as an $n$-person simple majority game. In the beginning of every round, one player is randomly selected as a proposer according to a uniform probability distribution. The selected player proposes a winning coalition and

\footnote{It is well-known that all individually rational payoff allocations can be supported as (history-dependent) subgame perfect equilibria for high discount factors in Rubinstein-type sequential bargaining games with more than two players even when no coalition is allowed. See Sutton (1986) and Osborne and Rubinstein (1990).}
a payoff allocation of coalition members. If the proposal is rejected by any member, then the next round is repeated by the same rule. The game continues until a winning coalition forms. Baron and Ferejohn prove the existence of an SSPE and the uniqueness of an SSPE payoff.

Legislative bargaining as a formal process is conducted according to a concrete rule specifying who may make proposals and how they are agreed. A non-cooperative coalitional bargaining game is well-suited to the analysis of legislative bargaining. The Baron and Ferejohn model characterizes a voting equilibrium reflecting the structures of legislatures in a context which the procedure-free model of social choice theory (or the core theory) yields no equilibrium. Since the seminal work of Baron and Ferejohn, their “random proposer” model has been intensively studied theoretically and empirically in the literature of legislative bargaining. See Banks and Duggan (2000), Eraslan (2002), Snyder et al. (2005), Adachi and Watanabe (2007) among others.

Okada (1996) considers the random proposer model of coalition formation in an $n$-person super-additive game in characteristic function form. It is proved that no delay of agreement may occur in an SSPE of the model, unlike the rejector-proposes model. The reason of this difference in the two bargaining models is that if a responder rejects a proposal, then he has the risk not to be selected as the next proposer in the random proposer model, and thus to be excluded from a profitable coalition in future negotiations. As a result, all responders’ continuation payoffs, being equal to their acceptance thresholds, may be smaller in the random proposer model than in the rejector-proposes model. Owing to the decrease of responders’ bargaining power, a proposer can make optimally an acceptable proposal in the random proposer model. It is also proved that, when players are sufficiently patient, the grand coalition is formed with the equal allocation (regardless of who becomes a proposer) if and only if the grand coalition has the largest coalitional value per capita. The condition is equivalent to that the equal allocation belongs to the core of the underlying cooperative game. As Chatterjee et al. (1993) show, the result holds true in
their rejector-proposes model, independent of an initial proposer. Thus, the property of efficiency and equity in coalitional bargaining summarized above is robust with respect to changes in rules governing the selection of proposers. The random proposer model of coalitional bargaining has been extensively studied in the literature. They include works by Okada (2000, 2010, 2011), Yan (2002), Montero (2002, 2006), Gomes (2005), Hyndman and Ray (2007), Laruelle and Valenciano (2008), Kawamori (2008), Miyakawa (2009), Gomes and Jehiel (2010) among others.

2.2 The Model

An \( n \)-person game in coalitional form with transferable utility is represented by a pair \((N, v)\). \( N = \{1, 2, \cdots, n\} \) is the set of players. A non-empty subset \( S \) of \( N \) (including \( S = N \)) is called a coalition of players. Let \( C(N) \) be the set of all coalitions of \( N \). The characteristic function \( v \) is a real-valued function on \( C(N) \) satisfying (i) (zero-normalized) \( v(\{i\}) = 0 \) for all \( i \in N \), (ii) (super-additive) \( v(S \cup T) \geq v(S) + v(T) \) for any two disjoint coalitions \( S \) and \( T \), and (iii) (essential) \( v(N) > 0 \). For each \( S \), \( v(S) \) is interpreted as a sum of money that the members of \( S \) can distribute among themselves in any way if they agree to a payoff distribution. The cardinality of \( S \) is denoted by \(|S|\).

A payoff allocation for coalition \( S \) is a vector \( x^S = (x^S_i)_{i \in S} \) of real numbers, where \( x^S_i \) represents a payoff for player \( i \in S \). A payoff allocation \( x^S \) for \( S \) is feasible if \( \sum_{i \in S} x^S_i \leq v(S) \). Let \( X^S \) denote the set of all feasible payoff allocations for \( S \) and let \( X^S_+ \) denote the set of all elements in \( X^S \) with non-negative components. For a finite set \( Y \), let \( \Delta(Y) \) denote the set of all probability distributions on \( Y \).

Let \( p \) be a function that assigns to every coalition \( S \in C(N) \) a probability distribution \( p^S \in \Delta(S) \). We refer to \( p \) as the recognition probability.

The random proposer model represents a non-cooperative bargaining procedure for a game \((N, v)\) as follows. Negotiations in coalition formation and payoff allocation take place over a (possibly) infinite number of rounds \( t \).
Once players agree to form a coalition, they exit the game.

Let $N^t(\subset N)$ be the set of all players who remain in the game in round $t$. Initially, we set $N^1 = N$. At the start of each round $t$, one player $i \in N^t$ is selected as a proposer according to the probability distribution $p^{N^t} \in \Delta(N^t)$. The recognition probability $p$ is exogenously given. Player $i$ proposes a coalition $S$ with $i \in S \subset N^t$ and a payoff allocation $x^S \in X^S$. All other members in $S$ either accept or reject the proposal $(S, x^S)$ sequentially. The order of responders does not affect the result in any critical way. If all responders accept the proposal, then the coalition $S$ forms and all its members exit the game. Thereafter, negotiations proceed to the next round $t + 1$, and the same process is repeated with $N^{t+1} = N^t - S$. Otherwise, negotiations continue in the next round $t + 1$ with $N^{t+1} = N^t$. The game ends when no players remain in the negotiations.

The payoffs of players are defined as follows. When a proposal $(S, x^S)$ is agreed in round $t$, every player $i \in S$ receives $\delta_i^{t-1} x_i^S$, where $\delta_i(0 \leq \delta_i < 1)$ is the discount factor for future payoffs for player $i$. When the game does not stop, all remaining players receive zero payoffs. All players have perfect information about a history of the play whenever they choose actions. The bargaining game above is denoted by $\Gamma(N, p, \delta)$, where $\delta = (\delta_1, \cdots, \delta_n)$.

**Interpretation.** The random selection of a proposer in the bargaining model may be interpreted in several ways. First, the model can be interpreted so that the random choice of a proposer is actually employed as a formal rule in negotiations. Since a proposer may have an advantage in agreement, all players want to be selected as a proposer. As a tie-breaking rule, the random device seems to be a natural rule to select a proposer. Second, an alternative interpretation is that the model describes a bargaining situation where we, as an analyst, observe that all or some players have opportunities to propose with different or equal likelihoods. Even if the analyst cannot observe a real process that determines a proposer, the model can give us an appropriate description.
of the process consistent with such an empirical observation. For example, in many multi-party parliament systems, a party with the largest seats tends to be recognized to form a government with the highest likelihood. The random proposer model has been extensively applied to the study of government formation in the literature of legislative bargaining. Third, there may exist many kinds of random events whose outcomes critically affect the outcome of negotiations in economic situations. Random encounters in labor markets are such examples. Even if workers have the same skills, some workers may be employed and others may not, due to a random event of encounters. The random selection of a proposer is a way to formulate randomness and strategic behavior in coalition formation. Finally, a critical factor of the random proposer model is that a first rejector does not necessarily have an opportunity to make a counter-proposal, unlike the rejector-proposes model. The rejector has a risk not to be selected as a proposer, and thus not to join future coalitions. Such a risk plays a critical role in players’ responses. We may interpret the recognition probability of a player as his subjective estimate about the risk of being left out of future negotiations.

A (behavior) strategy, denoted by $\sigma_i$, for player $i$ in $\Gamma(N, p, \delta)$ is defined in a standard manner. Roughly, it assigns his (random) action to his every move, depending on a history of game play before it. For a strategy combination $\sigma = (\sigma_1, \cdots, \sigma_n)$ of players, the expected (discounted) payoff for player $i$ in $\Gamma(N, p, \delta)$ is defined in the usual way.

**Definition 2.1.** A strategy combination $\sigma = (\sigma_1, \cdots, \sigma_n)$ of $\Gamma(N, p, \delta)$ is called a stationary subgame perfect equilibrium (SSPE) if $\sigma$ is a subgame perfect equilibrium of $\Gamma(N, p, \delta)$ and the strategy $\sigma_i$ of every player $i$ depends only on payoff-relevant history that consists of the player set $N'$ in every round $t$.\(^7\)

\(^7\)When player $i$ is a responder, the history includes the current proposal.
roduce the following notations. For an SSPE $\sigma$ of $\Gamma(N,p,\delta)$ and each $S \subset N$, let $v^S_i$ denote the expected payoff for player $i$ in the random proposer model $\Gamma(S,p,\delta)$ where the player set is restricted to $S$, and let $q^S_i \in \Delta(\{T| i \in T \subset S\})$ denote his random choice of coalitions $T$ of $S$ including himself. We refer to a collection $(v^S,q^S)_{S \in \mathcal{C}(N)}$, $v^S = (v^S_i)_{i \in S}$ and $q^S = (q^S_i)_{i \in S}$, as the configuration of $\sigma$.

**Theorem 2.1. (Okada 1996 and 2011)**

(i) There exists an SSPE in the bargaining game $\Gamma(N,p,\delta)$ for every $p$ and every $\delta$.

(ii) For every SSPE $\sigma$ of $\Gamma(N,p,\delta)$, every proposal is accepted in the initial round. All responders $j$ are offered their discounted expected payoffs $\delta_j v^N_j$. It holds that $v^N_i > 0$ for every $i \in N$ with $p_i > 0$.

(iii) A collection $(v^S,q^S)_{S \in \mathcal{C}(N)}$, $v^S = (v^S_i)_{i \in S}$ and $q^S = (q^S_i)_{i \in S}$, is the configuration of an SSPE in $\Gamma(N,p,\delta)$ if and only if the following conditions hold for every $S \in \mathcal{C}(N)$ and every $i \in S$:

(a) If $q^S_i$ chooses coalition $\hat{S}$ with a positive probability, then $\hat{S}$ is a solution of

$$
\max_{i \in T \subset S} \left( v(T) - \sum_{j \in T, j \neq i} \delta_j v^S_j \right). \tag{1}
$$

(b) $v^S_i \in R_+$ satisfies

$$
v^S_i = p^S_i \max_{i \in T \subset S} \left( v(T) - \sum_{j \in T, j \neq i} \delta_j v^S_j \right) + \sum_{j \in S, j \neq i} p^S_j \delta_i \left( \sum_{j \in T \subset S, i \in T} q^S_j(T)v^S_i + \sum_{j \in T \subset S, i \notin T} q^S_j(T)v^S_{i-T} \right). \tag{2}
$$

The theorem shows that an SSPE always exists in behavior strategy. An SSPE in pure strategy does not always exist. By the stationarity of an SSPE, every responder $j$ receives his discounted expected payoff $\delta_j v^S_j$ where $S$ is
the player set in the game if he rejects any proposal. Thus, the value \( \delta_i v^S_j \) becomes his acceptance level. By this fact, proposer \( i \) receives the “residual payoff” \( v(T) - \sum_{j \in T, j \neq i} \delta_j v^S_j \) if he proposes coalition \( T \), offering exactly \( \delta_j v^S_j \) to all members \( j \) of \( T \). Equation (1), referred to as the optimality condition, shows that the proposer maximizes his residual payoff in the selection of a coalition. In equation (2), the expected payoff \( v^S_i \) of each player \( i \) consists of two parts, according to the rule of the random proposer model. Namely, the first term in the right-hand side of (2) shows player \( i \)'s residual payoff when he is selected as a proposer. The second term shows his payoffs when he becomes a responder. Two possible cases should be considered. If player \( i \) is invited to join a coalition \( T \subset S \), then he can receive the acceptance payoff \( \delta_i v^S_i \). If not, the game proceeds to the next round, and he will receive the discounted expected payoff \( \delta_i v^S_{i-T} \). Equation (2) is referred to as the payoff equation.

These two conditions fully characterize an SSPE for every player set \( S \subset N \), given the supports of all players’ random choices \( q^S_i \), that is, the set of all coalitions \( T \) to which \( q^S_i \) assigns a positive probability.

A main issue in non-cooperative bargaining theory is under what condition an efficient allocation of payoffs can be voluntarily agreed by rational individuals. I consider the efficiency problem in the random proposer model with help of Theorem 2.1. In general, there are two causes of inefficiency in sequential bargaining: the delay of an agreement and the formation of inefficient subcoalitions. It follows from Theorem 2.1.(ii) that the delay of an agreement never happens in an SSPE of the random proposer model \( \Gamma(N, p, \delta) \). Thus, the inefficiency of a payoff allocation arises solely by the formation of a subcoalition. I remark that the delay of an agreement may happen in the rejector-proposes model due to high acceptance thresholds of responders (Chatterjee et al. 1993).

An SSPE of \( \Gamma(N, p, \delta) \) is called the grand coalition SSPE if the grand coalition \( N \) forms, independent of a proposer. It can be shown from Theorem
2.1.(iii) that the grand coalition SSPE exists in $\Gamma(N, p, \delta)$ if and only if

$$v(N) - \sum_{j \in N} \delta_j v_j \geq v(S) - \sum_{j \in S} \delta_j v_j, \quad \text{for all } S \subset N,$$

(3)

$$(1 - \delta_i)v_i + p_i \sum_{j \in N} \delta_j v_j = p_i v(N), \quad \forall i \in N;$$

(4)

where $v_i$ is the expected payoff of every player $i$. (4) solves

$$v_i = \frac{p_i}{\sum_{j \in N} (1 - \delta_j)} v(N).$$

for every $i \in N$. Noting that $\sum_{i \in N} v_i = v(N)$, it can be seen that (3) is rewritten equivalently as

$$\sum_{i \in S} v_i + \sum_{j \in N - S} v_j (1 - \delta_j) \geq v(S) \quad \text{for all } S \subset N.$$

Thus, we can prove the following properties of the grand coalition SSPE when all players have the same and sufficiently large discount factors for future payoffs.

Theorem 2.2. (Okada 2011) Suppose that all players have the common discount factors $\delta$ in the random proposer model $\Gamma(N, p, \delta)$. Let $p_i$ be the recognition probability of player $i$. Then, the following properties hold.

(i) Every player $i$’s expected payoff of the grand coalition SSPE is equal to $p_i v(N)$.

(ii) The grand-coalition SSPE exists for any $\delta$ close to 1 if and only if the payoff vector $(p_1 v(N), \cdots, p_n v(N))$ is in the core of $(N, v)$.

(iii) Every player’s proposal converges to $(p_1 v(N), \cdots, p_n v(N))$ as $\delta$ goes to 1.

When all players are sufficiently patient, the theorem shows that the proportional allocation $(p_1 v(N), \cdots, p_n v(N))$ of the total value $v(N)$ according
to the recognition probability $p = (p_1, \cdots, p_n)$ is agreed in the grand coalition SSPE, independent of who becomes a proposer. Intuitively, since players can form coalitions freely, the agreement of the grand coalition SSPE should immune to any coalitional deviation. That is, the grand coalition SSPE payoff should satisfy the core stability. The theorem shows that the grand coalition SSPE exists for any $\delta$ close to one if and only if the proportional allocation belongs to the core of the underlying game $(N, v)$. When the recognition probability $p$ is given by the uniform distribution $(1/n, \cdots, 1/n)$, the condition is equivalent to that the grand coalition $N$ has the highest coalitional per member, namely,

$$\frac{v(N)}{|N|} \geq \frac{v(S)}{|S|} \quad \text{for all } S \subseteq N. \quad (5)$$

Chatterjee et al. (1993) show that (5) also holds true in the rejector-proposes model if and only if the grand coalition $N$ forms, independent of the initial proposer, when players are sufficiently patient. Thus, the efficiency result in non-cooperative coalitional bargaining games is robust with respect to changes in rules governing the selection of proposers.

The proportional allocation $(p_1 v(N), \cdots, p_n v(N))$ in the grand coalition SSPE is regarded as the (asymmetric) bargaining solution of Nash (1950) for $(N, v)$ that maximizes the product $\Pi_{i \in N} x_i^{p_i}$ of payoffs over the set of individually rational allocations where the disagreement payoffs are given by the zero point $0 = (v(\{i\}))_{i \in N}$. An SSPE is called *asymptotically efficient* if the expected equilibrium payoffs of players converge to an efficient allocation as players become sufficiently patient. Compte and Jehiel (2010) extend Theorem 2.2 to the case of an asymptotically efficient SSPE in the bargaining game where only one profitable coalition is allowed to form (like the wage bargaining model in Subsection 2.3). This bargaining game is referred to as a game with *one-stage property*. When the grand coalition only is an efficient one, Compte and Jehiel characterize the limit payoff of an asymptotically efficient SSPE as the core-constrained Nash bargaining solution (which they call the *coalitional Nash bargaining solution*) that maximizes the Nash product over the core of
the game. The characterization of an SSPE in an $n$-person game with empty core is an open problem. Okada (2014) classifies all types of an SSPE in a three-person game in terms of the efficiency level.

Finally, I review the uniqueness results of an SSPE in the random proposer model. In their seminal work, Baron and Ferejohn (1989) establish the uniqueness of an SSPE payoff in a simple-majority voting game when voters are identical in recognition probability and discount factors for future payoffs. Eraslan (2002) extends the result to a $q$-majority voting game in a general case of unequal recognition probability and time preference. Eraslan and McLennan (2013) further extend the result to voting games with a general class of winning coalitions. Montero (2006) shows that the nucleolus of a proper weighted majority game is equal to a unique SSPE payoff of the random proposer model where the recognition probability is given by the nucleolus itself. Compared to the literature of voting games, the uniqueness of an SSPE payoff has not been well-explored for a game in coalitional form. Yan (2002) proves that when the random proposer model has the one-stage property, every core allocation of a game can be sustained as a unique SSPE payoff if it is used as the recognition probability (after normalization). Okada (2011) shows a generic uniqueness of the asymptotic SSPE payoff for a wage bargaining model. Montero and Okada (2007) show a case of multiple SSPE payoffs in a three-person game with discrete payoffs. The uniqueness problem of an SSPE payoff remains unsolved for a general $n$-person game in coalitional form.

2.3 Involuntary Unemployment: An Example

I present an application of the random proposer model to wage bargaining in a labor market. Since the work of Keynes (1936), theoretical attempts to reconcile involuntary unemployment with the classical Warlasian equilibrium predicting full employment have been made. In a simple example of a labor

---

---

---

---
market, I show that a non-cooperative equilibrium of the coalitional bargain-
ing model can describe both full-employment and involuntary unemployment, depending on parameters of the model. For a general treatment of the model, see Okada (2011).

There are one employer indexed by 1 and two identical workers indexed by 2 and 3. The employer cannot produce any value without workers. Workers cannot do so without the employer, either. For \( s = 1, 2, 3 \), let \( v(s) \) be the total value that the employer can produce when he hires \( s - 1 \) workers. We assume:

\[
0 = v(1) \leq v(2) < v(3) .
\]

The value function \( v \) is monotonically increasing in the number of hired workers, and thus the full employment outcome that the employer hires all two workers is uniquely Pareto efficient. A situation that one worker is unemployed is inefficient. The traditional solutions such as the Warlasian equilibrium and the core in cooperative game theory predict the full employment. The Warlasian equilibrium wage is equal to the worker’s reservation wage of zero. The allocation \((v(3), 0, 0)\) where the employer exploits the total surplus belongs to the core of the underlying cooperative game.

In the wage bargaining, the employer and two workers negotiate for who are employed and how much of wages are paid. Negotiations take place according to the random proposer rule with the equal recognition probability. Remark that all players including workers have bargaining power to the extent that they may make proposals with positive probability.

At the start of every round, the employer and two workers have an equal chance to be selected as a proposer. Players have the common discount factor \( \delta \) for future payoffs where \( 0 \leq \delta < 1 \). For every \( i = 1, 2, 3 \), let \( v_i \) be the expected payoff of player \( i \) in an SSPE. Let \( S \) and \( T \) be any two coalitions including \( i \). If player \( i \) proposes \( S \) with a positive probability in an SSPE, then it must
hold by the optimality condition (1) that

$$v(s) - \sum_{j \in S} \delta v_j \geq v(t) - \sum_{j \in T} \delta v_j$$

(6)

where $s$ and $t$ are the number of members in $S$ and $T$, respectively.

The grand coalition SSPE is called the full employment SSPE where every player proposes the 3-person coalition with probability one. By the payoff equation (2), it holds that for all $i = 1, 2, 3$,

$$v_1 = \frac{1}{3}(v(3) - \delta v_2 - \delta v_3) + \frac{2}{3}\delta v_1$$

$$v_2 = \frac{1}{3}(v(3) - \delta v_1 - \delta v_3) + \frac{2}{3}\delta v_2$$

$$v_3 = \frac{1}{3}(v(3) - \delta v_1 - \delta v_2) + \frac{2}{3}\delta v_3.$$

The first equation means that the employer becomes a proposer with probability $1/3$ and receives the residual surplus $v(3) - \delta v_2 - \delta v_3$ after he pays $\delta v_1$ to workers $i = 2, 3$. With probability $2/3$, he becomes a responder and receives payoff $\delta v_1$. The other two equations are interpreted in the same way. The equations above solve $v_1 = v_2 = v_3 = v(3)/3$. (6) is given by $v(3) - 2v(3)\delta/3 \geq v(2) - v(3)\delta/3$. Thus, the full-employment SSPE exists if and only if

$$\frac{3 - \delta}{3} v(3) \geq v(2)$$

(7)

and every player receives the same expected payoff $v(3)/3$. When players are sufficiently patient, they agree to the equal allocation $(v(3)/3, v(3)/3, v(3)/3)$, independent of who becomes a proposer. Region A in Figure 1 illustrates the set of parameters $(\delta, v(2))$ for which the full-employment SSPE exists.

An SSPE is called a partial-employment SSPE if the probability of full-employment is less than one. There are two types of such an equilibrium, depending on whether the probability of full-employment is positive or zero.

Suppose that the probability of full-employment is positive but less than one. Let $q$ be the probability that a two-person coalition of the employer and
a worker forms. By assumption, $0 < q < 1$. Without any loss of generality, it can be assumed that the employer proposes all feasible coalitions with positive probability.\footnote{It is proved that all identical workers receive the same expected payoffs in every SSPE (see Okada 2011). Suppose that the 3-person coalition and a two-person coalition may be proposed by different players. Even in such a case, it follows from the optimality condition (1) that $v(3) - \delta v_1 - 2\delta v_2 \geq v(2) - \delta v_1 - \delta v_2$ since the three-person coalition may be proposed with a positive probability. By the same reason, the opposite inequality must hold since a two-person coalition may be proposed with a positive probability. Thus, (8) holds in other cases, too.} Then, the optimality condition (1) implies the following equalities

$$v(2) - \delta v_2 = v(2) - \delta v_3 = v(3) - \delta v_2 - \delta v_3. \quad (8)$$

Payoff equation (2) implies

$$v_1 = \frac{1}{3}(v(2) - \delta v_2) + \frac{2}{3}\delta v_1. \quad (9)$$

It follows from (8) and (9) that $v_1 = \frac{2v(2) - v(3)}{3 - 2\delta}$ and $v_2 = v_3 = \frac{v(3) - v(2)}{\delta}$.

The sum of all three players’ expected payoffs is given by

$$v_1 + 2v_2 = (1 - q)v(3) + qv(2).$$

It can be seen that this solves

$$q = \frac{2(1 - \delta)}{(3 - 2\delta)\delta} \frac{3v(2) - (3 - \delta)v(3)}{v(3) - v(2)}. \quad (10)$$

By (10), it can be seen that the condition of $0 < q < 1$ is equivalent to

$$\frac{3 - \delta}{3} v(3) < v(2) < \frac{6 - 5\delta}{6 - 3\delta - 2\delta^2} v(3). \quad (11)$$

Region B in Figure 1 depicts the set of parameters $(\delta, v(2))$ for which the probability of full-employment is positive but less than one in an SSPE.

Finally, suppose that the probability of full employment is zero, namely, every player proposes a two-person coalition with a single worker. In this
SSPE, the employer hires only one worker. Without loss of generality, assume that the employer hires workers 2 and 3 with equal probability. Then, it must hold by the optimality condition that $v_2 = v_3$. Then, it follows from the payoff equation (2) that

$$v_1 = \frac{1}{3}(v(2) - \delta v_2) + \frac{2}{3} \delta v_1$$

$$v_2 = \frac{1}{3}(v(2) - \delta v_1) + \frac{1}{6} \delta v_2$$

The equations above solve $v_1 = \frac{2-\delta}{6-5\delta} v(2), v_2 = v_3 = \frac{2-2\delta}{6-5\delta} v(2)$.\(^{10}\) It is optimal for the employer to propose a 2-person coalition if and only if $v(2) - \delta v_2 \geq v(3) - 2\delta v_2$. Substituting the values of $v_1$ and $v_2$ into this condition, it holds that

$$v(2) \geq \frac{6 - 5\delta}{6 - 3\delta - 2\delta^2} v(3). \tag{12}$$

Region C in Figure 1 depicts the set of parameters $(\delta, v(2))$ for which full-employment never occurs in an SSPE.

The analysis of an SSPE has the following implications to the efficiency of a labor market. The full-employment is not always possible. An intuition behind this result is that the reservation wages of workers are not zero but are equal to their discounted expected payoffs. The workers’ reservation wages are positive in the sequential bargaining theory in contrast to the Warlasian equilibrium theory. If the total productivity of two workers are not very high compared to that of a single worker, in other words, the marginal contribution of a worker is not high, then it may be optimal for the employer to hire only one worker.

As Figure 1 shows, the efficiency (region A) of wage bargaining depends on two parameters $\delta$ and $v(2)$, the discount factor for future payoffs and the productivity of partial employment. When players are completely impatient ($\delta = 0$), the game has the character of ultimatum bargaining, and thus the

\(^{10}\)In the general case that the employer chooses workers with non-uniform probability, we obtain the same solution from the first equation and $v_1 + 2v_2 = v(2)$.
Figure 1. The efficiency in a labor market
outcome is efficient, independent of the productivity of a single worker. The proposer has the whole bargaining power and thus he exploits the total value. As $\delta$ becomes larger, the range of $v(2)$ attaining efficiency in region $A$ becomes smaller. Involuntary unemployment may happen in regions $B$ and $C$. In particular, involuntary unemployment happens with probability one in region $C$. The boundary between regions $B$ and $C$ is given by the nonlinear function of $\delta$ in (12).

It is interesting to examine the limiting outcome of wage bargaining as the discount factor $\delta$ goes to one. As Figure 1 shows, the range of $v(2)$ in region $C$ shrinks to an arbitrary small interval as $\delta$ becomes close to one, and vanishes in the limit. Note that (12) becomes $v(2) \geq v(3)$ in the limit, which is impossible by the assumption of the value function $v$. When the discount factor $\delta$ goes to one, only regions $A$ and $B$ are possible in equilibrium. The probability (10) of unemployment in region $B$ converges to zero as $\delta \to 1$. Thus, when players are sufficiently patient, the equilibrium outcome of wage bargaining converges to the efficient one, independent of $v(2)$. Specifically, in region $B$ the labor market is “asymptotically” efficient in the sense that efficiency can be attained only in the limit. In contrast, the labor market attains efficiency in region $A$, independent of the discount factor $\delta$.

An intuition for the asymptotic efficiency of the labor market can be explained as follows. Since the employer always joins a coalition, his expected payoff $v_1$ satisfies

$$v_1 = p_1(v(S) - \sum_{j \in S, j \neq 1} \delta v_j) + (1 - p_1)\delta v_1$$

where $S$ is a coalition that the employer may propose with positive probability.

---

11 A player is called a central player at an SSPE if he joins a coalition with probability one. See Okada (2014).
This is rewritten as

\[(1 - \delta)v_1 = p_1(v(S) - \sum_{j \in S} \delta v_j).\]

This equation shows the fact that the employer’s expected gain relative to his acceptance payoff is equal to the product of his recognition probability and the excess of his optimal coalition. By the optimality of an equilibrium coalition, it holds that

\[(1 - \delta)v_1 \geq p_1(v(N) - \sum_{j \in N} \delta v_j) \geq 0.\]

The last inequality holds since the game is super-additive. As \(\delta\) goes to one, it can be seen that the sum of all players’ expected equilibrium payoffs converges to the value of the grand coalition \(N\).

The wage bargaining reveals a variety of payoff allocations in the labor market. Specifically, wages to workers in two regions A and B are different structurally in the limit that players are patient. In region A, the SSPE allocation is the equity allocation \((v(3)/3, v(3)/3, v(3)/3)\) of the full-employment value, and it belongs to the core of the underlying cooperative game since \(2v(2)/3 \leq v(3)\) from (2). The wage in region A is based on the egalitarianism that all individuals should be treated equally. On the other hand, in region B, the SSPE allocation is \((2v(2) - v(3), v(3) - v(2), v(3) - v(2))\), and the wage is equal to the workers’ marginal contributions. In contrast to the egalitarianism, the worker’s wage is based on a rule (sometimes called the competition principle) that people should be treated according to their efforts and contributions. In this case, the employer receives the least payoff in the core. Alternatively, it can be seen that the SSPE allocation in region B maximizes the Nash product \(u_1u_2u_3\) of players’ payoffs over the core. In region B, note that the equity allocation does not belong to the core.

It is useful to compare the result of the random-proposer model with that of Stole and Zwiebel (1996) who consider an alternative bargaining model in a
labor market. They present a non-cooperative model of intra-firm bargaining where negotiations take place among the employer and all workers inside a firm. In their model, workers sequentially negotiate for their wages pairwise with an employer. A pair of the employer and an employed worker play the Rubinstein’s alternating-offers game. If a proposal is rejected, then bargaining may break down with a positive probability. In that event, the worker is opted out of the firm, and all other workers including predecessors renegotiate with the employer sequentially. Stole and Zwiebel show that a unique subgame perfect equilibrium of their model implements the Shapley value of the underlying cooperative game. In the case of two workers, the employer receives the payoff \( \frac{v(1)+v(2)+v(3)}{3} \). Given the number of workers, Stole and Zwiebel’s model always predicts an efficient allocation.

The two models of wage bargaining describe different institutional environments in a labor market. In the Stole and Zwiebel’s model, all workers are “insiders” in the sense that they are already employed before negotiations. In contrast, the random-proposer model presumes no “insider-outsider” relation among workers. All workers are unemployed at the time of negotiations, and an insider-outsider relation appears only after an agreement of employment is reached. Extending their model, Stole and Zwiebel assume that the employer can choose the optimal number of hired workers, given their intra-firm bargaining outcome. They show that the employer “over-employs” workers compared to the Walrasian equilibrium level. By comparing the two wage bargaining models, the non-cooperative coalitional bargaining theory clearly shows how institutional aspects in the labor market affect employments and wages.

To summarize, involuntary unemployment may occur, depending on the following economic, psychological and institutional factors: workers’ productivity (value function), time preference (discount factor for future payoffs) and negotiation rule (random-proposer). Furthermore, the random proposer model explains the possibility that a worker may be unemployed only due to the misfortune in a random event, not due to the lack of his ability or skill.
2.4 Efficiency with Renegotiations

The result of the random proposer model shows that the efficiency principle underlying the celebrated Coarse “theorem” and the classical cooperative game theory is not always true. It, however, may be argued that, if an agreement of resource allocation is inefficient, rational agents should be able to renegotiate it towards an efficient one. In Okada (2000), I examine whether or not the possibility of renegotiations is effective for attaining an efficient allocation. In this sub-section, I briefly review the result of renegotiations in the random proposer model.

In a model of renegotiations, it is critical to specify a “disagreement point” (or threat-point) of renegotiations, that is, the outcome that prevails if renegotiations fail, as well as a process of renegotiations. For example, suppose that an inefficient allocation of a coalition $S$ is reached in some round, and that players attempt to renegotiate the agreement in the next round. Is the current agreement of an allocation still effectively binding when renegotiations fail, or not? While the answer to this question depends on a legal condition governing the bargaining situation, it may hold in some situation that the ongoing agreement remains effective in the case of unsuccessful renegotiations. This disagreement rule is possibly an implicit assumption behind the intuitive arguments that renegotiations could attain an efficient allocation. I modify the random proposer model so that it accommodates a process of renegotiations with the disagreement rule above.

I consider again the random proposer model. To cover a broad class of repeated bargaining situations, the model is modified so that coalition formation occurs in “real time” where players receive a flow of payoffs generated in the underlying game $(N, v)$ over periods. When an agreement $(S^t, x^t)$ of coalition and payoffs is made in some round $t$, players receive their round-payoffs according to the allocation $x^t$. $(S^t, x^t)$ is called the round $t$-agreement. If $v(S^t) = v(N)$, then the game stops and the agreement $(S^t, x^t)$ will be implemented in all future rounds. Otherwise, renegotiation starts in the next
round \( t + 1 \). The renegotiation rule is given as follows.

**Renegotiation Rule.** If an agreement \( (S^t, x^t) \) with \( v(S^t) < v(N) \) is made in round \( t \), then one player is selected from the player set \( N \) in round \( t + 1 \) according to the probability distribution \( p \) over \( N \), and he proposes a new proposal \( (S^{t+1}, x^{t+1}) \) with \( S^t \subset S^{t+1} \) and \( x^{t+1} \in X^{S^{t+1}} \). All members in \( S^{t+1} \) either accept or reject the new proposal sequentially. If all accept it, then \( (S^{t+1}, x^{t+1}) \) becomes the round \( (t+1) \)-agreement and is implemented. Otherwise, \( (S^t, x^t) \) continues to be the round \( (t+1) \)-agreement. The same process is repeated in future rounds.

The random proposer model with renegotiation explained above is denoted by \( \Gamma^r(N, p, \delta) \). Formally, \( \Gamma^r(N, p, \delta) \) is represented as an infinite-length extensive game with perfect information as well as the model \( \Gamma(N, p, \delta) \) without renegotiation. Every possible play generates a sequence of agreements, \( \{(S^t, x^t)\}_{t=0}^{\infty} \), where \( (S^t, x^t) \) is the round \( t \)-agreement for each \( t \). Initially, we set \( S^0 = \emptyset \) and \( x^0 = 0 \). It is assumed that every player \( i \) maximizes his expected discounted sum of payoffs.

**Theorem 2.3. (Okada 2000)** In every SSPE of the random proposer game \( \Gamma^r(N, p, \delta) \) with renegotiations for every discount factor \( \delta( < 1) \), the agreement of an efficient coalition \( S \) with \( v(S) = v(N) \) is reached in most \( n - 1 \) rounds.

The theorem shows that, if players’ discounted factor for future payoffs is strictly smaller than one, the coalition of players may expand in general through renegotiations, and that an efficient coalition eventually forms. The intuition behind the theorem is that the equilibrium coalition expands in each round as long as all incumbent members and new participants are better-off by forming a new coalition. The efficiency principle holds true through successive renegotiations under the disagreement rule that prevailing agreements remain effective when renegotiations fail.
Theorem 2.3 has been extended in various directions by several researchers. Seidmann and Winter (1998) prove the theorem in the rejector-proposes model with renegotiations (they call it “reversible actions” model). Gomes (2005) extends it to a partition function game with externality. The two restricted properties in the models have been relaxed. Gomes and Jehiel (2005) develop a general set-up where coalitions may break up, and identify a necessary and sufficient condition that guarantees the convergence to efficiency. Hyndman and Ray (2007) consider non-Markov perfect equilibria for coalitional form games, and establish the efficiency result.

Finally, I remark a negative effect of renegotiations in coalitional bargaining. In Okada (2000), I show that, when players are sufficiently patient, they may propose inefficient subcoalitions first. The proposer can exploit the total expected payoffs that all other members of a coalition can gain in future rounds. This first-mover rent in renegotiations is missing in the model without renegotiations. When players are sufficiently patient, the first-mover rent becomes large enough to motivate players to propose subcoalitions first. As the result, the process of renegotiations creates “vested interests” of coalition members, which distort the equity of an allocation.

2.5 Externality and Incomplete Information

In this last subsection, I briefly review two extensions of the non-cooperative bargaining model: externality and incomplete information.

Ray and Vohra (1999) consider the rejector-proposes model for a game in partition function form in which the value of a coalition depends on a coalition structure of players. They prove the existence of an SSPE in behavior strategies, and present an algorithm to generate a coalition structure for a no-delay SSPE. Bloch (1996) considers the same bargaining game with fixed payoff allocations and with no discounting. He shows that any core-stable coalition structure can be attained in an SSPE in pure strategies.

While the partition function has been widely employed as the model of
a cooperative game with externality, it has not been explored enough how
the partition function of a game can be constructed from primitives in an
economic situation. The same difficulty lies for the standard model of a game
in characteristic function form. A game in strategic form is more appropriate in
describing a strategic interdependence among players. Games in characteristic
function form and in partition function form are regarded as “reduced models”
of a game in strategic form.\textsuperscript{12}

A cooperative game in strategic form describes an economic situation where
players can communicate and choose their actions jointly. An agreement of ac-
tions is assumed to be enforceable. Widespread externality prevails and utility
may not be transferable. The game covers a wide range of multilateral bargain-
ing problems including production economy with externality, cartel formation
of oligopolistic firms, public goods provision, environmental pollution and in-
ternational alliances.

An \textit{n-person cooperative game in strategic form} is defined by a triplet \( G = (N, \{A_i\}_{i \in N}, \{u_i\}_{i \in N}) \) where \( N = \{1, \cdots, n\} \) is the set of players and each \( A_i (i \in N) \) is a finite set of player \( i \)'s actions. Player \( i \)'s payoff function \( u_i \) is a
real-valued function on the Cartesian product \( A = \Pi_{i \in N} A_i \). For a coalition \( S \)
of \( N \), let \( A_S = \Pi_{i \in S} A_i \) be the set of action profiles \( a_S = (a_i)_{i \in S} \) for all members
of \( S \). A correlated action \( c_S \) of coalition \( S \) is an element of \( \Delta(A_S) \), that is,
a probability distribution on \( A_S \). With abuse of notations, \( u_i(c) \) denotes the
expected payoff of player \( i \) for a correlated action \( c \in \Delta(A) \).

In Okada (2010), I extend the random proposer model to an \textit{n-person}
cooperative game in strategic form. The negotiation rule is the same as in
the basic model in Subsection 2.2. It is assumed that once an agreement of a
coalition is reached, it becomes binding. A proposal consists of a coalition \( S \)
and a correlated action \( c_S \in \Delta(A_S) \). The discount factor \( \delta \) of future payoffs is
re-interpreted as the continuation probability of negotiations. When a proposal

\textsuperscript{12}von Neumann and Morgenstern (1944) constructed the characteristic function of a game
from its strategic form by using the theory of zero-sum two-person games.
is rejected, negotiations may end with probability $1 - \delta$ in each round. If this happens, then players not bound by any previous agreements choose their individual actions non-cooperatively, and the game ends. Let $\Gamma(G, p, \delta)$ denote the random proposer model of $G$ where $p$ is a recognition probability and $\delta(< 1)$ is a continuation probability of negotiations.

For a game $(N, v)$ in coalitional form, it is shown in Theorem 2.2 that the proportional allocation of the total value $v(N)$ according to a recognition probability is agreed in the grand coalition SSPE when players are sufficiently patient. The following theorem generalizes the characterization of an efficient agreement to a game in strategic form.

**Theorem 2.4. (Okada 2010)** Let $\Gamma(G, p, \delta)$ be the random-proposer model for an $n$-person game $G$ in strategic form. As the continuation probability $\delta$ goes to one, the allocation of the grand coalition SSPE for $\Gamma(G, p, \delta)$ converges to the asymmetric Nash bargaining solution of $G$ that solves the maximization problem

$$
\max \sum_{i=1}^{n} p_i \cdot \log[u_i(c) - d_i]
$$

subject to

(1) $c \in \Delta(A)$

(2) $u_i(c) \geq d_i$ for all $i = 1, \cdots, n$

where the weight $p_i$ of player $i$ is given by the recognition probability $p$ and the disagreement point $d = (d_1, \cdots, d_n)$ is given by a Nash equilibrium payoff of $G$ (in mixed strategies).

Theorem 2.4 shows that the grand coalition SSPE payoffs of $\Gamma(G, p, \delta)$ must be the (asymmetric) Nash bargaining solution of $G$ when players are patient. The Nash bargaining solution is equal to the proportional allocation $(p_1v(N), \cdots, p_nv(N))$ when the bargaining model is applied to a coalitional game $(N, v)$, where $p_i$ is the recognition probability of player $i$. The disagree-
ment point is given by the zero payoffs \( d = (0, \cdots, 0) \) where the individual payoff \( v(i) \) of player \( i \) is normalized to be zero. In the case of a coalitional game, Theorem 2.2 shows a necessary and sufficient condition for the grand coalition SSPE payoffs when players are patient. The condition is that the proportional allocation \( (p_1v(N), \cdots, p_nv(N)) \) is in the core of the game.

To extend Theorem 2.2 to the coalitional bargaining problem with externality, we have to answer the following question: what is an appropriate definition of a core for a cooperative game in strategic form? Traditionally, two core concepts, \( \alpha \)-core and \( \beta \)-core, have been studied since the work of Aumann (1961). The key element in the definition of a core with externality is to formulate how the complementary coalition responds to the deviation of a coalition. The traditional core concepts are defined according to the zero-sum two-person game played by two coalitions. The \( \alpha \)-core corresponds to the maxmin value of a deviating coalition, and the \( \beta \)-core corresponds to the minimax value. These core concepts presume that the complementary coalition would react by damaging a deviating coalition in the worst way possible. This presumption has been often criticized on the ground that it allows incredible threats by the complementary coalition.

Unlike the classical cooperative game approach, I show in Okada (2010) that a non-cooperative bargaining approach can derive a reasonable core concept with externality. My idea is based on the consistency for a solution as follows. Suppose that all players accept the Nash bargaining solution as the standard of behavior. If any coalition of players deviates from it, then all other players are faced with a “new” bargaining problem of how to react to it. If one holds that the same standard of behavior should be applied to every bargaining problem arising in the game, it should be the case that the remaining players react to the coalitional deviation according to the Nash bargaining solution of their reaction problem. In other words, the Nash bargaining solution of a cooperative game in strategic form must belong to a variant of the core of the game, in the sense that no coalition can improve upon it, anticipating the Nash
bargaining solution behavior by the complementary coalition. I call this new
type of the core the *Nash core* for a cooperative game in strategic form. The
argument of the consistency naturally leads to the requirement that the Nash
bargaining solution should belong to the Nash core. For a precise definition of
the Nash core, see Okada (2010).

The Nash core is closely linked to an SSPE of the random proposer game
\( \Gamma(G, p, \delta) \). After a coalition of players deviates from the agreement of the
grand coalition \( N \), the remaining players negotiate about their behavior in a
subgame of the whole game \( \Gamma(G, p, \delta) \). It follows from Theorem 2.4 that an
SSPE prescribes the Nash bargaining solution behavior of the complementary
coalition. To make this link clear, the efficiency of the grand coalition SSPE is
strengthened so that the largest coalition of active players forms in *every* round
of \( \Gamma(G, p, \delta) \) both on and off equilibrium path, independent of a proposer. Such
an SSPE is called the *totally efficient* SSPE.

**Theorem 2.5. (Okada 2010)** Let \( \Gamma(G, p, \delta) \) be the random-proposer model
for an \( n \)-person cooperative game \( G \) in strategic form. If a totally efficient
SSPE of \( \Gamma(G, p, \delta) \) exists for any sufficiently large \( \delta \), then the asymmetric
Nash bargaining solution of \( G \) belongs to the Nash core of \( G \).

The converse of Theorem 2.5 also holds true under a slightly stronger con-
dition that the Nash bargaining solution belongs to the interior of the strict
Nash core. See Okada (2010, Theorem 3) for this result. Thus, it is virtu-
ally true that the Nash bargaining solution of a cooperative game in strategic
form can be supported by the totally efficient SSPE of the bargaining game
\( \Gamma(G, p, \delta) \), where the continuation probability \( \delta \) is close to one, if and only if
the Nash bargaining solution belongs to the Nash core of \( G \).

The other extension of the non-cooperative bargaining theory is to the
case of incomplete information. The aim of this research is to provide a non-
cooperative foundation of a cooperative game with incomplete information.
An \( n \)-person Bayesian cooperative game is represented by \( G = (N, \{A_S\}_{S \subseteq N}, \Omega, \pi, \{u_i, \mathcal{F}_i\}_{i \in N}) \). Here, \( N = \{1, \cdots, n\} \) is the set of players. For each coalition \( S \subseteq N \) of players, \( A_S \) is the set of joint actions for \( S \). \( \Omega \) is the set of (finite) possible states (or types of players), and \( \pi \) is a probability distribution on \( \Omega \), the common prior belief of players. For each \( i \in N \), \( u_i \) is a real-valued function on \( A_S \times \Omega \), and denotes the state-dependent von Neumann-Morgenstern utility function of player \( i \). When player \( i \) participates in a joint action \( a \in A_S \) as a member of coalition \( S \) at a state \( \omega \), he receives utility \( u_i(a, \omega) \). A field \( \mathcal{F}_i \) of \( \Omega \) represents the information that player \( i \) possesses about a state of \( \Omega \). For an event \( E \), which is a subset of \( \Omega \), \( E \in \mathcal{F}_i \) means that player \( i \) knows whether the prevailing state is in the event \( E \) or in the complementary event \( E^c \).

A contract \( x_S \) for coalition \( S \) (simply called \( S \)-contract) is a function from \( \Omega \) to \( A_S \). For an \( S \)-contract \( x_S \), the conditional expected utility of player \( i \in S \) relative to \( \mathcal{F}_i \) is an \( \mathcal{F}_i \)-measurable function \( E(u_i(x_S)|\mathcal{F}_i) : \Omega \rightarrow \mathbb{R} \), which is defined by

\[
E(u_i(x_S)|\mathcal{F}_i)(\omega) = \sum_{\omega' \in I} \pi_I(\omega') u_i(x_S(\omega'), \omega'),
\]

for every \( \omega \in \Omega \), where \( I = I_i(\omega) \) is the information set\(^{13} \) of \( \mathcal{F}_i \) containing \( \omega \) and \( \pi_I(\omega') \) is the posterior belief given \( I \).

In the Bayesian cooperative game \( G \), players negotiate for coalition formation and contracts. To develop a non-cooperative bargaining theory for the Bayesian cooperative game, the following distinctions are important. The cooperative game \( G \) is called \textit{ex ante} if players negotiate before they receive private information about a true state, \textit{interim} if they negotiate after they receive their private information but not others’ information, and \textit{ex post} if they negotiate after the uncertain state becomes publicly known. The game has \textit{verifiable states} if a true state becomes commonly known and verifiable when a contract is implemented. Otherwise, the game has \textit{unverifiable states}. In this

\(^{13}\)An information set of \( \mathcal{F}_i \) is an element of the finest partition of \( \Omega \) contained in \( \mathcal{F}_i \).
case, a contract should be \textit{incentive compatible} so that players have an incentive to report their private information truthfully. Following the classic works of Harsanyi and Selten (1972) and Wilson (1976), I review recent works on non-cooperative bargaining in the case of interim Bayesian cooperative games with verifiable states. For recent developments in other cases, see Forges et al. (2002) and Forges and Serrano (2013),

As in the case of complete information, the core is a fundamental solution concept for a cooperative game with incomplete information. Roughly, an \( N \)-contract \( x^* \) is in a core of the Bayesian cooperative game \( G \) if no coalition \( S \) object to it, that is, there exists no \( S \)-contract \( y_S \) by which no members of \( S \) are better-off in \( y_S \) than in \( x^* \). However, this definition is incomplete unless one specifies on which event the members of \( S \) evaluate an alternative contract \( y_S \), or, in other words, what kind of private information is pooled among the members when they make an objection to the status quo contract \( x^* \). Regarding this issue of information pooling within the coalition, Wilson (1976) considers two extreme situations: no information pooling and full information pooling. He defines the \textit{coarse core} based on the assumption that a coalition may object to an allocation if and only if it is commonly known by its members that they are better off by objecting. In the coarse core, any private information is not shared among the coalition members to organize an objection. As the other polar case, Wilson defines the \textit{fine core} based on the assumption that a coalition may utilize unlimited communication among agents to make an objection. The stability of the fine core is stringent, allowing unlimited communication. Thus, the fine core is a subset of the coarse core, and it may be empty in a standard model of an exchange economy. Vohra (1999) extends the Wilson’s coarse core to the case of unverifiable types.

Since the classic work of Wilson (1976), many authors have explored an appropriate definition of the core under incomplete information in various approaches. Private information may leak through negotiations, and revealed information on uncertain states may change the prospect of agreements. Ser-
rano and Vohra (2007) argue that the non-cooperative equilibrium theory is ideally suited to deal with the question of endogenous information revealing in negotiations. In the case of unverifiable states, they consider a coalitional voting game where a non-strategic arbitrator without private information chooses an alternative contract, and give a non-cooperative support for the credible core that takes into account an information credibly inferred from the act of objection. Since a coalition can coordinate member voting on any admissible event with the help of the mediator’s proposal, the credible core actually coincides with Wilson’s fine core in the case of verifiable states.

Elaborating the work of Serrano and Vohra (2007), I consider the rejector-proposes model of the Bayesian cooperative game $G$ with no discounting in Okada (2012). A sequential equilibrium of the bargaining game naturally leads to a new type of objection, whereby all members of a coalition are better off after a self-selection event in which a proposal credibly transmits a proposer’s private information to responders. The objection based on endogenous information transmission and the corresponding core concept are defined as follows.

**Definition 2.2.** A coalition $S$ has a signaling objection to an $N$-contract $x$ if there exist an $S$-contract $y^S$, a member $i \in S$ and an event $E \in \mathcal{F}_i$ such that

(i) $E(u_i(y^S)|\mathcal{F}_i)(\omega) > E(u_i(x)|\mathcal{F}_i)(\omega)$ for all $\omega \in E$,

(ii) $E(u_i(y^S)|\mathcal{F}_i)(\omega) \leq E(u_i(x)|\mathcal{F}_i)(\omega)$ for all $\omega \notin E$, and

(iii) $E(u_j(y^S)|I_j(\omega) \cap E) > E(u_j(x)|I_j(\omega) \cap E)$ for all $j \in S, j \neq i$ and all $\omega \in E$.

The signaling core is the set of all $N$-contracts to which no coalition has a signaling objection.

Conditions (i) and (ii) enable that proposer $i$’s proposal $y^S$ credibly reveals his private information $E \in \mathcal{F}_i$ to responders since proposer $i$ prefers $y^S$ to the
status quo contract $x$ for the event $E$, and not for the complementary event $E^c$. If responders know this fact, then they can infer credibly that a true state must be in $E$. Condition (iii) means that all responders accept $y_S$ given their updated beliefs. It can be shown that the signaling core is a superset of the fine core and a subset of the coarse core. It is known that the fine core, and thus the signaling core exist in an exchange market where players have quasi-linear utility functions. See Dutta and Vohra (2005) and Okada (2012). A general existence of the signaling core remains an open question.

To obtain a non-cooperative foundation of the signaling core for the Bayesian cooperative game $G$ by the rejector-proposes model, two well-known difficulties should be overcome. One is the sensitivity of an SSPE outcome to the selection of an initial proposer. An SSPE outcome may not belong to the core even in the case of complete information, due to this sensitivity. In the literature of non-cooperative implementation of the core with complete information, several approaches have been proposed to avoid the sensitivity problem. In Okada (1992) and Okada and Winter (2003), we employ the restart rule that there exists an upper bound of successive proposals within each round, and that if an agreement is not reached within the bound, then the game restarts with the initial proposer. The other is the multiplicity problem of sequential equilibrium in non-cooperative sequential bargaining games with incomplete information, due to unreasonable belief off equilibrium play. The idea of endogenous information revealing underlying the signaling core leads to a refinement of a sequential equilibrium satisfying the property of *self-selection*. Roughly, the self-selection means that, given a proposal, every responder updates his prior belief off the equilibrium play, and infers that a true state must be in the event that the proposer prefers to object to the status quo allocation. See Okada (2012) for the definition of self-selection refinement.

**Theorem 2.6. (Okada 2012)** Let $G$ be an $n$-person Bayesian cooperative game, and let $\Gamma$ be the rejector-proposes bargaining game with restart and no
discounting. If an \( N \)-contract \( x \) is agreed (with probability one) in a stationary sequential equilibrium of \( \Gamma \) that satisfies self-selection, then \( x \) belongs to the signaling core of \( G \).

I also analyze the random proposer model for a two-person Bayesian cooperative game (Okada 2013), and extend the characterization and the convergence results of the Nash bargaining solution (Theorem 2.4) to the case of incomplete information. Specifically, it is shown that the equilibrium proposal of every player converges to the ex post Nash bargaining solution as the discount factor goes to one if a stationary sequential equilibrium of the bargaining game satisfies the self-selection property and a property called Independence of Irrelevant Types (IIT) that a response of every type of a player is independent of proposals to his other types.

3 Theory of Institution

3.1 The Model of Institution Formation

In this section, I consider institutional foundations for cooperation. Among many institutional factors, the enforceability of agreements is one of the most critical condition for cooperation. In almost all bargaining models I reviewed in the last section, it is assumed that any agreement of cooperation can be enforced once it is reached. How can an agreement of cooperation be enforced? Specifically, how does an institution to enforce an agreement emerge in a society?

To scrutinize these questions, I employ a contractarian point of view that rational individuals voluntarily agree to create an institution for their collective benefits. I examine the possibility of institution formation in a social dilemma situation where the pursuit of individual interests conflicts with the maximization of social welfare. Public goods provision and common-pool resource management are classic examples of the social dilemma.
In a social dilemma situation, every individual has an incentive to free-ride on cooperative actions of others. A solution to the free-riding problem seems to create an institution which enforces the maximizing behavior of group welfare, punishing violators from it. However, since the work of Parsons (1937), there have been pervasive arguments against the contractarian approach to a solution of the free-riding problem. It is often argued that rational and selfish individuals have an incentive to free-ride on a mechanism which is designed to solve the (first-order) problem of free-riding. Despite of the negative view to the institution formation, Ostrom (1990) investigates empirically the self-governance of common-pool resources and argues that an effective sanctioning system is a critical factor in the success of governing the commons. Yamagishi (1980) investigates experimentally voluntary provision of a sanctioning system in public good games.

Consider the following $n$-person public goods game. Let $\mathcal{N} = \{1, \cdots, n\}$ be the set of players. Every player $i \in \mathcal{N}$ has a private endowment $w > 0$ from which he can contribute to a public good. Let $g_i \leq w$ be a contribution of player $i$. Given a contribution profile $(g_1, \cdots, g_n)$ of players, every player $i$’s material payoff is given by

$$u_i(g_1, \cdots, g_n) = w - g_i + a \sum_{i=1}^{n} g_i$$

where $1/n < a < 1$. Parameter $a$ represents the marginal per capita return (MPCR) from contributing to the public goods. Every player is assumed to maximize his material payoff. The assumption $1/n < a < 1$ implies that (i) every player $i$ maximizes his payoff by contributing nothing ($g_i = 0$) regardless of others’ contributions, and thus the zero-contribution profile $(0, \cdots, 0)$ is a unique Nash equilibrium, and (ii) the Nash equilibrium is not Pareto efficient, that is, all players are better-off by contributing $g_i = w$ jointly.

To solve the problem of public goods provision, some suitable institutional arrangements are needed. As an institutional arrangement, we consider a
sanctioning institution which enforces the contributions on participants. A process of institution formation is formulated as the following three-stage non-cooperative game.

**Institution Formation Game**

(i) (Participation stage) Every player announces independently to participate in an institution, or not. The institution sanctions members if they do not contribute fully to the public good.

(ii) (Implementation stage) All participants either accept or reject simultaneously and independently the implementation of an institution. The institution is implemented if and only if all participants accept it. The institution is costly. If the institution is implemented, then its costs are equally shared among members. The institutional cost is denoted by $c > 0$.

(iii) (Contribution stage) All players choose their contributions. If an institution is implemented, all members of it are bound to contribute fully. Other players are free to choose their contributions. If an institution is not implemented, all players are free to choose their contributions.

In the game, every player chooses his action, knowing perfectly all players’ actions in previous stages. The payoff $u_i$ of each player $i \in N$ is given as follows. If an institution with a set $S \subset N$ of participants is implemented, then the payoff is given by

$$u_i = \begin{cases} 
  w - g_i + a \sum_{i=1}^{n} g_i - \frac{c}{s} & \text{if } i \in S, \\
  w - g_i + a \sum_{i=1}^{n} g_i & \text{if } i \notin S;
\end{cases} \quad (14)$$

where $g_i = w$ for all $i \in S$ and $s$ is the cardinality of $S$. If no institution is implemented, then the payoff of every player $i \in N$ is given by $(13)$.  
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**Interpretation.** Institution formation is a complex process where social, political and economic variables are involved. The process is often less structured in pre-negotiation stages. Informal communication and negotiations play critical roles in the process. Inevitably, any analytically tractable model has to be simple and abstract. The model captures some basic elements in an institution formation process in real worlds. First, the sanctioning institution should be voluntary. Any individual should be free from any constraint on his own liberty unless he himself is willing to accept it. The model starts with the participation stage in which all individuals voluntarily decide to participate in an institution, or not. Non-participant is free from any punishment by the institution. An institution is implemented by the unanimity rule within the set of participants. Every participant has the veto in the implementation of the institution. The voluntary participation in the institution is salient in international negotiations. Second, the process is dynamic. Individuals make their decisions sequentially, updating their expectations on others’ behavior and the prosperity of an institution. The model captures this dynamic process of institution formation in the multi-stage game where players first announce their (un)willingness to participate in an institution and thereafter participants decide to form the institution, knowing the number of participants. If only few players announce their willingness to participate in an institution, then the institution is likely to fail. Finally, for simplicity of analysis, we do not explicitly model the sanctions of an institution, but assume that all members of it are enforced to contribute fully if the institution is successfully implemented.\(^{14}\) It is implicitly assumed that the members are punished by the institution if they do not contribute fully to the public good, so that it is optimal for them to contribute fully under the sanction scheme of the institution.

A subgame perfect equilibrium of the institution formation game is analyzed by the standard method of backward induction. The equilibrium is

\(^{14}\)The model in this paper is a simplified version of the model analyzed by Kosfeld et al. (2009) where the punishment rule is exogenously introduced. In Okada (1993), the punishment level is determined through collective bargaining within an institution.
classified into two types. A subgame perfect equilibrium of the game is called an *institutional equilibrium* if an institution is implemented on the equilibrium play. Otherwise, it is called a *status quo equilibrium*.

Consider first the contribution stage game. It is clear that non-participants contribute nothing, regardless of the others’ contributions, since they are free from punishment. On the other hand, all participants contribute fully if an institution is implemented. Otherwise, they contribute nothing in the same manner as non-participants.

Given the equilibrium outcome of the contribution stage, we solve the implementation stage. Let $s \leq n$ be the number of participants in an institution. It follows from (14) that every participant receives payoff $asw - \frac{c}{s}$ if the institution is implemented. Otherwise, he receives payoff $w$. Thus, all participants are better off when an institution is implemented than the zero contribution outcome if

$$asw - \frac{c}{s} > w.$$  

(15)

The smallest integer $s^*$ satisfying (15) is a key factor of the institution formation game, and is called the *minimum institutional size*. If the number $s$ of participants is greater than $s^*$, then the implementation stage has multiple Nash equilibria under the unanimity rule. In one equilibrium, all participants accept the implementation of an institution. In other equilibria, the institution is not implemented. For example, the action profile where all participants reject the institution is a Nash equilibrium.

Due to the multiplicity of Nash equilibrium in the implementation stage, the institution formation game has a large variety of subgame perfect equilibria.

**Proposition 3.1. (Kosfeld et al. 2009)** In the institution formation game, there exists an institutional equilibrium where an institution with $s$ members is implemented if and only if $s \geq s^*$. For any number $s(1 \leq s \leq n)$ of participants, there exists a status quo equilibrium.
The proposition has the following implications to the problem of endogenous institution formation. First, the negative view of the social dilemma that cooperation supported by a sanctioning institution fails due to the free riding problem on the institution is not justified on the theoretical ground. For every integer $s$ greater than or equal to the minimum institutional size $s^*$, an institution with $s$ participants is implemented in a subgame perfect equilibrium of the game. The institutional equilibrium in the proposition is composed of the strategy profile where exactly $s$ players participate in an institution and they implement it, while all institutions of different sizes are rejected.

Second, institution formation is not always possible. For every number of participants, the status quo equilibrium always exists. In equilibrium, an institution is rejected in the implementation stage, regardless of the number of possible participants.

Third, the success of institution formation depends on the expectation of players about the others’ behavior. To implement an institution, players have to solve two kinds of coordination problems. The first coordination problem is with respect to the size of an institution. The second coordination problem is with respect to who become its members, and who are going to stay out.

The multiplicity of a subgame perfect equilibrium in Proposition 3.1 is solved in terms of the institutional size if a refinement of a strict equilibrium is applied. A subgame perfect equilibrium of the institution formation game is called strict if it induces a strict Nash equilibrium on every stage game, both on and off the equilibrium play.

**Proposition 3.2. (Kosfeld et al. 2009)** Let $s^*$ be the minimum institutional size given by (15). The institution formation game has a unique strict subgame perfect equilibrium in terms of the institutional size. In this equilibrium, exactly $s^*$ players participate in an institution and the institution is

---

15 A Nash equilibrium of a strategic form game is called strict if every player has a unique best response to the other players’ strategies.
implemented.

The intuition behind the proposition is as follows. If the number of participants is larger than the minimum institutional size $s^*$, then the requirement of strictness selects a unique Nash equilibrium of the implementation stage where all participants accept an institution. Due to the equilibrium selection of the implementation stage, an institution with more than $s^*$ participants is not implemented in equilibrium since every member is better off if he opts out. If the number of participants is equal to $s^*$, then no participant has an incentive to opt out since an institution is not implemented if he opts out. Thus, only an institution with $s^*$ participants is possible in equilibrium. Moreover, the status quo equilibrium is not a strict subgame perfect equilibrium since every participant is indifferent to the participation decision. If $s^* \neq n$, then players are divided into two proper subsets: those who voluntarily implement an institution, and thus contribute to the public good, and those who do not participate and do not contribute. The equilibrium prediction of strictness is unfavorable for symmetry, equality and efficiency.

Finally, we remark that the minimum institutional size $s^*$ in (15) is defined under the standard assumption that players maximize their material payoffs. If they have social preferences such that institutional members dislike payoff inequality against free-riders, then the minimum institutional size may become larger, and as a result, an institution with free riders may be rejected. Kosfeld et al. (2009) present the equilibrium analysis of the institution formation game under social preferences. They also report experimental findings that the large majority (around 75%) of implemented institutions are the largest ones in four-person games. Okada (2008) applies the institution formation game to a public good economy with capital accumulation.
3.2 Decentralized Institution of Cooperation

While the model of institution formation in the last subsection is formulated so that it describes a situation where the institution has a centralized enforcement agency such as police and court, the model can be applied, in principle, to any kind of an institution with an enforcement mechanism. An institution may be decentralized in the sense that the enforcement of an agreement is implemented by players themselves through their mutual monitoring and punishments. In the literature, the repeated game strategy such as the trigger strategy has been intensively studied as a particular form of such a decentralized institution. A subgame perfect equilibrium in a repeated game is self-binding since no player has an incentive to deviate from it. In this subsection, we regard a subgame perfect equilibrium of a repeated game as a decentralized institution, and consider how such an institution of cooperation is voluntarily established among players.

The voluntary formation of an institution is particularly relevant in the theory of repeated games. The folk theorem of the repeated game states that if individuals are patient, every individually rational outcome in a stage game can be sustained as a subgame perfect equilibrium of the repeated game. A well-known drawback of the folk theorem is that the set of equilibrium outcomes is plethoric. In the public good game in the last subsection, any group larger than or equal to the minimum institutional size $s^*$ given by (15) can be sustained in a subgame perfect equilibrium of the repeated game if players are patient. The zero contribution outcome is also sustained in a subgame perfect equilibrium. It remains an open problem which subgame perfect equilibrium is played. The model of institution formation provides an answer to the equilibrium selection problem in the repeated game.

Consider again the public goods game in (13). Without loss of generality, we assume that each player $i \in N$ has a binary choice, zero contribution ($g_i = 0$) and full contribution ($g_i = \omega$). The zero contribution is referred to defection (D) and the full contribution to cooperation (C). The institutional
cost $c$ is assumed to be zero. The public goods game is repeated infinitely many rounds under the condition of perfect information that every player knows the choices of all players in all past rounds. Players have the common discount factors $\delta (0 \leq \delta < 1)$ for their future payoffs.

A group of players is called \textit{individually rational} if its size is larger than or equal to the minimum institutional size $s^*$. If all members cooperate in an individually rational group, then they are better off than in the defection equilibrium where all players defect. For an individually rational group, we define the \textit{group-trigger strategy} such that all group members cooperate if and only if they cooperated in all past rounds, and all non-members always defect. Note that any non-member is not punished when he deviates. If players are sufficiently patient, it can be seen that the group-trigger strategy constitutes a subgame perfect equilibrium of the repeated public good game. As a credible agreement within an individually rational group, we focus on the group-trigger strategy.\footnote{This causes no loss of generality. The same result holds for any subgame perfect equilibrium strategy that sustains cooperation in every individually rational group.} In what follows, the group-trigger strategy for a group $S$ is simply referred to as the $S$-trigger strategy.

Maruta and Okada (2012) consider the group formation in the repeated provision game of public goods by applying the institution formation game in Subsection 3.1 and the renegotiation model in Subsection 2.4. Players attempt to form (and reform) a group of cooperation in every round. The members of a group are bound to implement the group-trigger strategy. The group-trigger strategy is subject to renegotiation.

A process of group formation is formulated as follows. The game in each round $t$ has a state $\omega_t$ which is either a \textit{negotiation state} or the \textit{non-negotiation state}. If $\omega_t$ is a negotiation state, then this means that players have an opportunity to negotiate a group $S_{t-1} \subset N$ (possibly $S_{t-1} = \emptyset$) that has been formed before round $t$. The members of $S_{t-1}$ have already agreed to play the group-trigger strategy in it. In this case, we write $\omega_t = S_{t-1}$. If $\omega_t$ is the non-
negotiation state, then this means that players do not have an opportunity of group formation, and that the game in round $t$ is identical to the original provision game where $n$ players choose their contributions to public goods independently. The non-negotiation state is denoted by $\omega^\ast$.

When $\omega_t = S_{t-1} \subset N$, the game in round $t$ has the following three stages.

(i) (Participation stage) All players outside $S_{t-1}$ decide independently and simultaneously whether or not to participate in $S_{t-1}$. Let $P_t$ be the set of all new participants.

(ii) (Implementation stage) If the expanded group $S_{t-1} \cup P_t$ is individually rational, then all members of it either accept or reject the new group sequentially, according to some fixed order. The choice of an order never affects the result. The agreement is made by unanimity. If all accept it, then the new group $S_t = S_{t-1} \cup P_t$ forms, and its members agree to implement the $S_t$-trigger strategy, replacing the (ongoing) $S_{t-1}$-trigger strategy. Otherwise, $S_t$ remains to be $S_{t-1}$. This rule ($S_t = S_{t-1}$) also applies to the case that the expanded group $S_{t-1} \cup P_t$ is not individually rational. In this case, the group-trigger strategy cannot be a self-binding agreement.

(iii) (Action stage) All players in $N$ choose their actions simultaneously.

The transition of states is governed by the following rule where $\omega_t = S_{t-1}$ in the first three cases:

$$\omega_{t+1} = \begin{cases} 
S_t & \text{if a new group } S_t \text{ forms and all members of } S_t \text{ cooperate}, \\
S_{t-1} & \text{if no new group forms and all members of } S_{t-1} \text{ cooperate}, \\
\omega^* & \text{if at least one member of the group } (S_t \text{ or } S_{t-1}) \text{ defects}, \\
\omega^* & \text{if } \omega_t = \omega^*.
\end{cases}$$

Let $\Gamma'$ denote the repeated public goods game with group formation defined
above. Formally, $\Gamma$ is formulated as a dynamic game with state variables given in extensive form. Every player has perfect information about the choices in all past stages.

For a (pure) strategy profile $\sigma = (\sigma_1, \cdots, \sigma_n)$ for players in $\Gamma$, let $S_t$ be a group formed in period $t = 1, 2, \cdots$ on the play of $\sigma$. The sequence $\{S_t\}_{t=1}^{\infty}$ is called a group sequence of $\sigma$. By the rule of $\Gamma$, a group sequence $\{S_t\}$ is (weakly) monotonically increasing, and there exists some integer $m$ such that $S_t = S_{t+1}$ for all $t \geq m$. Such a group $S_m$ is called an absorbing group of $\sigma$. Since $\{S_t\}$ is monotonically increasing, an absorbing group is unique.

As in the repeated game, the multiple equilibrium problem arises in $\Gamma$. In particular, the folk theorem of the repeated game also applies to $\Gamma$. That is, all individual rational outcomes in the public goods game are sustained in a subgame perfect equilibrium of $\Gamma$ if players are patient. An intuitive reason of this result is as follows. $\Gamma$ generates all possible plays in the standard repeated game of the provision game, since $\Gamma$ is identical to the repeated provision game if no players participate in a group. For every individually rational group $S$, the following strategy profile is a subgame perfect equilibrium of $\Gamma$ attaining cooperation in $S$. Players never participate in any group, and they behave in the action stage of every period according to $S$-trigger strategy when no group forms. To overcome the multiple equilibrium problem, we focus on a Markov-perfect equilibrium of $\Gamma$ as in the non-cooperative coalitional bargaining theory reviewed in Section 2. In addition to the Markov property, we need a refinement of a strict equilibrium to eliminate the “status quo equilibrium” with no participants as in the institution formation game in Subsection 3.1.

**Definition 3.1.** A pure strategy profile $\sigma^* = (\sigma_1^*, \cdots, \sigma_n^*)$ of $\Gamma$ is called a solution of $\Gamma$ if it satisfies the following properties.

(i) (subgame perfection) $\sigma^*$ is a subgame perfect equilibrium of $\Gamma$.

(ii) (Markov property) Every player $i$'s strategy induced by $\sigma_i^*$ in every round
t depends only on a state variable \( \omega_t \).\(^{17}\)

(iii) (strictness) Let \( \{S_t^*\}_{t=1}^\infty \) be the group sequence of \( \sigma^* \). Then each \( S_t^* \) is attained by a strict Nash equilibrium (if any) of the participation stage game induced by \( \sigma^* \) in round \( t \).\(^{18}\)

We are now in a position to present the following theorem. A group of players is said to be (Pareto) efficient if the outcome that all group members cooperate and all non-members defect is efficient.

**Theorem 3.1. (Maruta and Okada, 2012)** Let \( \Gamma \) be the repeated public goods game with group formation where players are sufficiently patient. Then, there exists a solution of \( \Gamma \) with an absorbing group \( S^* \) if and only if \( S^* \) is an efficient and individually rational group.

The theorem shows that an efficient and individually rational group of players necessarily forms in the repeated public good game when players have the opportunity to reform a group in every period. The possibility of renegotiation enables the group formation device to select an efficient group as the absorbing state of a solution. The result generalizes the efficiency principle (Theorem 2.6) in coalitional bargaining to the context of a repeated game.

The intuition behind Theorem 3.1 can be explained as follows. Suppose that some group \( S \) (possibly the empty set) of players has already formed in past rounds and the \( S \)-trigger strategy is in effective. Then, all members of \( S \) cooperate and all non-members free ride. In order for the group \( S \) to be expanded to a new group \( T(\supset S) \), it must hold that all incumbent members of \( S \) and all new members in \( T - S \) become better off by forming \( T \) than by forming \( S \). While every incumbent member of \( S \) is better off whenever \( S \) is expanded, the new members are better off than those free riding on \( S \).

\(^{17}\)We make a slightly stronger requirement that every player \( i \)'s strategy in round \( t \) depends only on the size of group \( S_{t-1} \) in \( \omega_t \) and on whether or not \( i \in S_{t-1} \).

\(^{18}\)Note that the strictness is required only for the participation game on the equilibrium path where players’ payoffs are defined under the condition that all future plays are given according to \( \sigma^* \).
only if the size of the new group $T$ is larger than a certain threshold. Such a group $T$ is called a \textit{cooperative group given} $S$. Also, a group $S$ is called a \textit{maximal cooperative group} if there exists no cooperative group given $S$. Since it is impossible that all players are better off than when a maximal cooperative group forms, it can be seen that a group $S$ is efficient and individually rational if and only if it is a maximal cooperative group. A key lemma states that in every solution with a group sequence $\{S^*_t\}_{t=1}^{\infty}$, $S_{t-1}$ is expanded to $S_t$ if there exists some cooperative group $S$ given $S_{t-1}$. The two equilibrium refinements, Markov property and strictness, are critical to the lemma. If the absorbing group of a solution is not efficient, then it is not a maximal cooperative group, that is, there exists some cooperative group given it. Then, the lemma implies that the absorbing group is expanded. This is a contradiction.

Finally, I discuss two aspects in the decentralized model of institution formation reviewed in this subsection. First, the model has the property that if renegotiations of group formation fail, then the status quo group prevails. This means that the threat point of renegotiations is the current agreement of the group-trigger strategy. If renegotiation is successful, then the status quo group is expanded and both incumbent members and new participants will be bound to the new group-trigger strategy. The group can only expand in the model. A central issue in the efficiency result is how group members are motivated to keep cooperating during the process of renegotiations. This incentive problem is solved by the self-binding agreement of a group-trigger strategy and by the assumption that group members never leave a group once it is formed. Second, players can renegotiate the on-going group, but cannot do the punishment of the trigger strategy off the equilibrium play. This approach is in contrast to the literature of a renegotiation-proof equilibrium (Farrell and Maskin, 1989) assuming that players can renegotiate at any time, both on and off the equilibrium play. The literature shows that a renegotiation-proof equilibrium is not always efficient. Theorem 3.1 shows us that renegotiations for on-going groups with players’ commitments not to renegotiate for punishments are effective for
attaining efficiency in social dilemma situations.

4 Concluding Remarks

I have reviewed recent works on game theoretical analyses on cooperation and institution in the framework of non-cooperative coalitional bargaining theory. The possibility of cooperation is determined by economic, psychological and institutional factors. Specifically, the efficiency principle, a widely-held view in economics, has been re-examined under the strategic behavior of coalition formation. The analysis shows that the classic solutions of the Nash bargaining solution and the core are closely related to the efficiency of negotiations. When individuals are sufficiently patient, the efficient coalition of all individuals forms in equilibrium if and only if the Nash bargaining solution belongs to the core. If individuals can renegotiate inefficient agreements, then coalitions may expand and eventually reach to the grand coalition. The non-cooperative coalitional bargaining theory has been extended to cover wider problems of externality, incomplete information and institution formation,

After 70 years since the foundation by von Neumann and Morgenstern in 1944, game theory continues to be an active research field in various disciplines beyond economics. It is hoped that game theoretical investigations further our better understanding of human behavior and of the sustainability of human society through cooperation.
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